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Abstract 

 
This thesis focuses on using the Global Positioning System (GPS) for atmospheric 

precipitable water (PW) estimation.  Water vapor, measured in terms of PW, plays a 

crucial role in atmospheric processes and short-term weather forecasting.  Traditional 

methodologies for measuring atmospheric water vapor distributions have known 

inadequacies, resulting in the motivation to gain good water vapor characterization via 

GPS.  The ability to accurately forecast cloud formation and other weather phenomenon 

is critical, especially in the case of military operations. 

Using a network of GPS receivers, it is possible to estimate precipitable water 

throughout the network region with better accuracy than traditional methods and on a 

more consistent near real-time basis.  First, an investigation into the effects of introducing 

less accurate, near real-time GPS ephemerides was accomplished.  Secondly, the network 

geometry and data availability were degraded to simulate potential military operational 

constraints.  Finally, several interpolation methods were applied to quantify the ability to 

estimate the water vapor distribution over the entire network region with limited data 

availability and network geometry constraints.   

Results showed that International GPS Service (IGS) ultra-rapid orbits introduced 

minimal PW estimation error (~1-2 mm) while maintaining near real-time capability.  

The degraded perimeter network also introduced minimal PW estimation error (~1-2 

mm) at the included stations, indicating potential application in constrained data 

environments.  However, the interpolation investigation showed an overall inability to 

determine PW distribution over the entire network region.
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ESTIMATION OF ATMOSPHERIC PRECIPITABLE WATER 

USING THE GLOBAL POSITIONING SYSTEM 

 
I.  Introduction 

 
1.1 Background 

Accurate and reliable short-term weather forecasting has consistently been a 

shortcoming in the meteorological community.  Everyone is affected by short-term 

weather in one way or another.  Whether it is a farmer trying to maintain his crops or a 

family trying to get together for a picnic, plans can be impacted by the daily weather 

patterns.  The military is particularly concerned with the weather while military 

operations are being executed.  Missions of all scales, from bombing missions to fighter 

sorties, are significantly impacted by the daily weather and need to take possible weather 

development into consideration.   

During the Gulf War, the weather was fairly predictable as operations took place 

over the arid region of the Middle East.  This arid region, along with other arid areas 

worldwide, offers an atmosphere where weather is not as variable as it is in other regions.  

Hot sunny days, cool brisk nights, and the absence of cloud cover were the normal 

conditions.  As a result, the weather was a relatively subtle factor to consider except 

when a significant, impacting change took place (i.e., a sandstorm).  However, in 

operations over Bosnia, a very different situation, where weather was possibly the biggest 

factor in the planning and execution of aerial missions.  Here, in the rich European 

climate off the coasts of the Mediterranean Sea, weather is much more variable as there is 
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substantially more moisture content in the atmosphere.  This leads to periods of persistent 

cloud cover, combined with the daily concern of stormy and fast moving severe weather, 

which could drastically impact the operations over the region. 

Water vapor is a significant component of the Earth’s atmosphere, and its 

interaction with other atmospheric constituents correlates strongly with daily weather 

patterns.  Precipitable water (PW) is the amount of water (usually measured in 

millimeters) that would result from taking a cylindrical column of air from the earth’s 

surface to the top of the atmosphere, and condensing all of the water vapor in that 

column.  Traditional methodologies have been employed in the estimation of precipitable 

water for more than half a century.  However, the inadequacies and shortcomings of these 

traditional methods have prevented the gathered data from significantly contributing to 

accurate weather forecasting. 

With the recent implementation of the Global Positioning System (GPS), a new 

method for precipitable water determination has come about.  The continuously broadcast 

GPS signals are refracted and delayed as they propagate through the Earth’s atmosphere.  

The physics and properties of electromagnetics allow us to utilize these refracted signals 

to mathematically calculate the amount of precipitable water in the atmosphere over a 

given location.  Calculation of precipitable water via GPS has several advantages to 

include better precision, real-time capability, cost effectiveness, and global availability.  

With these improvements, gathering more numerous and more accurate data about the 

water vapor fields over a geographic region has become a realistic possibility.  In turn, 

meteorologists can utilize this improved information to expand their understanding of the 

role precipitable water plays in the atmosphere resulting in better prediction of short-term 
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weather patterns, and allowing for the enhancement of weather-dependent planning 

efforts. 

 

1.2 Problem Definition 

The initial goal of this thesis is to calculate the precipitable water over the 

locations of specific GPS receivers.  Then, the utilization of interpolation methods will 

allow for the determination of water vapor distribution over the investigated region 

covered by a network of GPS receivers.  This work has already been accomplished in the 

civilian sector, and the objective is to recreate these efforts as accurately as possible.  

This initial goal of process recreation will establish the basis for further investigation. 

The primary goal, which also serves as the purpose for this thesis, is to evaluate 

the practical military considerations for utilizing a GPS-based method in determining 

PW.  This will require implementing regular civilian assumptions and testing them 

against practical military operational concerns.  The hostile operating environment must 

be considered, as it poses several obstacles and limitations that are not present in the 

civilian meteorology community. 

To accomplish these goals, it is important to first get a thorough understanding of 

what the civilian GPS meteorology research has accomplished, as there has been no 

military involvement in the research to date.  Once the military community is educated on 

the theory and methodologies for GPS precipitable water determination, that knowledge 

can be utilized to examine the more specific aspects required due to the additional 

restrictions imposed by operating in a combat environment. 
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1.3 Summary of Current Knowledge 

With hundreds of continuously operating GPS reference receivers located 

throughout the world, the network they comprise presents a valuable resource of 

information.  One example is the United States’ Continuously Operating Reference 

Station (CORS) network maintained by the National Oceanic and Atmospheric 

Administration’s (NOAA) office of the National Geodetic Survey (NGS).  The CORS 

network is composed of GPS reference stations throughout the U.S. and its territories, 

composing a significant portion of the total reference stations located around the globe 

[8].  CORS and other similar interrelated networks can provide continuous, real-time data 

that could be used to calculate weather data.  Additionally, the vast network would make 

it possible to gather precipitable water information nearly anywhere on the globe where 

GPS is being utilized.  Ideally, this data stream could compliment existing precipitable 

water data collection sources, resulting in increased water vapor distribution knowledge, 

and enabling more accurate forecasts of rainfall and severe weather [2].  Furthermore, the 

satellite signal characteristics and the precipitable water algorithm lead to a solution 

absent of the many errors associated with traditional determination methods.  This allows 

for comparable, if not superior, accuracies in precipitable water estimation via GPS. 

Most geodetic GPS algorithms are primarily concerned with relative positioning, 

but they also determine the delay or extra electromagnetic wave path length of the 

introduced by the earth’s atmospheric refractivity [3].  Precipitable water calculations 

utilize the delay or extra path length caused by the neutral atmosphere, called the 

troposphere.  In this region, there are essentially two components to the induced delay: a 

hydrostatic (dry) delay and a wet delay term.  Both of the delays are generally the 
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smallest for paths oriented in the zenith direction (90° elevation), and increase as the 

satellite elevation angle decreases.  A mapping function is utilized to convert a delay term 

to its equivalent zenith delay.  A simple mapping function for the hydrostatic and wet 

delays is (sin e)-1
, where e is the corresponding satellite elevation [3]. 

The tropospheric dry delay term can be easily determined from pressure and 

temperature measurements at the Earth’s surface.  However, the atmospheric water vapor 

is distributed much more unevenly, leading to the inability to utilize the same surface 

parameters to completely determine the wet delay.  This is the motivation for an 

enhanced GPS technique for water vapor determination, as wet delay is directly related to 

the quantity of water vapor overlying the receiver [3].  The quantity of precipitable water 

is directly related to the zenith wet delay (ZWD), which is the satellite signal wet delay 

mapped to the zenith direction.  A multiplicative constant Π is the conversion factor, and 

its primary parameters are known atmospheric physical property constants.  These 

atmospheric constants include the density of liquid water, specific gas constant for water 

vapor, and atmospheric refractivity constants.  The value of Π is not a universal constant, 

but rather one that changes with both location and atmospheric conditions.  It is 

calculated given a specific location and atmospheric surface measurements, and its 

accuracy is simply limited by the accuracy and to determine these parameters. 

 

1.4 Assumptions 

This thesis research is primarily dependent upon processing the GPS signal data 

gathered at specific locations.  In light of this data dependence, several issues must be 

taken into consideration.  First, the data for the CORS network will continue to be 
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archived and accessible on the Internet.  Future research applications would need to 

assume that the GPS network would continue to operate as it does at present. 

Secondly, it is assumed that the GPS processing software can effectively process 

the data, producing accurate results.  This would include the premise that the chosen 

software package synthesizes the data using methodologies comparable to other similar 

GPS processing software.  This is crucial when comparing data from different sources 

that use different software packages.   

Furthermore, it is assumed that consistent and accurate GPS network station 

coordinates are being employed.  This is critical due to the magnitude of the tropospheric 

delay term under investigation, as small errors in the coordinates will multiply their effect 

in the tropospheric delay.  Finally, it is assumed that the network and orbit degradation 

investigations will not result in the processing software becoming incapable of resolving 

all the ambiguities needed to produce viable tropospheric delay data.   

 

1.5 Scope 

This research utilizes previous GPS data that has been recorded and determines 

the precipitable water at a given location and region for a particular timeframe.  Although 

the real-time application possibility does exist, it will not be implemented in this study 

and will be left as a possible application for future research and investigation.  This is 

primarily due to the additional complexities associated with real-time implementation and 

the associated hardware.  Moreover, the time and resources for such an endeavor are 

limited, restricting the magnitude of the study. 
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Military applications will also be evaluated, particularly investigating the 

additional restrictions and limitations imposed by military operating conditions.  

However, this study will not use actual data from military systems for implementation 

purposes.  Data compatibility issues will be investigated and sample data may be utilized 

to determine the feasibility of integrating this type of system.  Also, simulated network 

environments will be examined to evaluate the military concerns.  In this study there will 

be no real-world implementation of a receiver network in a hostile foreign environment.  

However, the various factors that must be considered when deploying such a system will 

be evaluated. 

 Most importantly, this study emphasizes the mechanics of estimating the 

parameter of precipitable water from the engineering perspective.  There will be no 

interpretation of the results in the terms of weather forecasting.  The accuracy of 

determining the actual precipitable water value is this research’s focal point. 

 

1.6 Standards 

NOAA has established a subset of the CORS network for the purposes of 

calculating precipitable water.  These GPS-meteorology (GPS-MET) network stations 

have been equipped with surface meteorology instruments to measure all the parameters 

necessary to calculate precipitable water via GPS, such as surface pressure and 

temperature.  The satellite observation files, meteorological measurement files, and the 

NOAA calculated precipitable water values all are archived and accessible via the 

Internet [10].  To provide initial validation to the methodology employed in this thesis, a 

comparison will be made between the NOAA-calculated and the thesis-calculated 
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precipitable water values.  This will be the primary standard for determining if the thesis 

methodologies are implemented properly and producing comparable results. 

Additionally, the statistics for GPS-derived precipitable water values will be 

compared to other traditional meteorological estimation methods.  In particular, it is 

important to make a comparison in the relative errors encountered in this study versus the 

regularly experienced error fluctuations experienced by traditional estimation methods.  

This comparison makes it possible to get a feel for not only how accurate the GPS-based 

method is, but also how significant the variations in the relative error are. 

 

1.7 Methodology 

The first step in accomplishing this thesis was to gather all the background 

information necessary to more completely understand the problem being addressed.  A 

literature review was conducted to evaluate the need for an additional precipitable water 

calculation method, the current methods of doing so, and what contributions this thesis 

could make to the civilian efforts already underway.   

After problem formulation, the proper software for analyzing the GPS data was 

sought out and chosen.  The Bernese GPS Software was chosen as the best software 

package to accomplish the analysis required for this thesis.  This software is a GPS 

analysis tool meeting the highest quality standards for geodetic applications using the 

GPS, and is used worldwide for high-precision implementations [5].  The versatility and 

effectiveness of the Bernese software, along with the readily available product support, 

made it a clear choice for our implementation.  After proper familiarization with the 

Bernese software, sample data from an arbitrary initial receiver network was chosen to 
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run through the software, gaining initial insight into what kind of GPS receiver network 

would be best for the focus of this thesis.  Additionally, working with this initial trial 

network provided the necessary experience for refining and solidifying of the analysis 

processes to be used. 

The next significant step was to choose the network for focused examination.  

Geographic location, network geometry, receiver density, weather activity, and 

availability were all weighted factors in choosing the appropriate GPS receiver network.  

Once the network had been determined, actual precipitable water calculation over the 

associated region began, utilizing the Bernese GPS software and MATLAB.  For 

primary validation, the results were compared with NOAA GPS precipitable water 

calculations.  Additionally, the relative errors of the GPS precipitable water 

determination were related to the typical errors seen in traditional determination methods.  

After substantially “good” results had been obtained, investigation into additional 

military implementation issues began.  Network and orbit degradations were investigated 

and were initially the most important issue to resolve.  This degradation investigation 

provided key insight into the feasibility of utilizing GPS precipitable water determination 

methods for military applications.  Both the orbit and network degradations were 

examined over the GPS station networks as defined previously.  Once the degradation 

effects on precipitable water resolution were evaluated, the second issue of interpolation 

of the precipitable water over the degenerated network was examined.  This interpolation 

examination proved pivotal in drawing conclusions about the military implementation 

issues. 
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1.8 Thesis Overview 

Chapter 2 touches upon the current, traditional precipitable water determination 

methods in more detail.  The chapter continues by focusing on the GPS theory, which 

serves the basis for the mathematical model of the precipitable water algorithm.  The 

GPS signal characteristics and transmission through the atmosphere are the focus of this 

discussion, as they are fundamental to the determination of precipitable water.  Chapter 2 

also describes the mathematical algorithms for calculating precipitable water using these 

investigated transmitted signal properties. 

Chapter 3 describes the methodology this thesis took in experimenting with the 

precipitable water determination process.  This primarily includes determining and 

describing the previously developed algorithm’s flow.  Additionally, the experimentation 

process used to evaluate the effectiveness of determining precipitable water via GPS is 

described.  Chapter 4 displays and quantifies the results obtained through this 

experimentation process, and strives to present substantial evidence to support our 

conclusions and inferences in Chapter 5. 

Chapter 5 summarizes the entire thesis effort, and focuses on the major 

experimental findings.  Moreover, this chapter aims to answer the questions posed in the 

problem statement based on the results seen in Chapter 4.  Chapter 5 also poses questions 

and additional research considerations, based on the findings in this research. 
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II.  Theory 
 
 

2.1 Overview 

This chapter describes the traditional precipitable water determination methods 

and their performance characteristics in detail.  Other topics include underlying GPS 

principles, the physical properties that directly effect the GPS precipitable water 

calculations, and the mathematical algorithms required for GPS determination of 

precipitable water. 

 

2.2 Traditional Precipitable Water Determination 

Precipitable water is an atmospheric element that plays a critical role in 

atmospheric processes on all scales.  The activity of precipitable water in the atmosphere 

affects everything from micrometeorology to global climate [1].  Of all atmospheric 

constituents, precipitable water is the most variable, and it is directly related to the 

formation of clouds and storms [1].  Atmospheric scientists have traditionally used two 

principal methods for the measurement of the vertical and horizontal distribution of water 

vapor – radiosondes and water vapor radiometers.  These devices will be described in the 

following sections. 

 

2.2.1 Radiosondes 

The primary traditional technique is a simple balloon-launched sensor system 

known as a radiosonde.  These devices are considered expendable, costing an average of 
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$250 per release.  The National Meteorological Center and similar weather forecast 

centers use radiosondes as the cornerstone for their operational analysis, but the sheer 

cost of the instruments limits their release to twice daily at a limited number of weather 

observation stations [12].  These restrictions pose several problems regarding the 

adequate resolution of atmospheric water vapor distributions.  First, it is apparent that 

real-time or near real-time data acquisition is impossible.  This poses a significant 

shortcoming, as water vapor variations occur on a much finer scale than those associated 

with temperature or winds [1].   Therefore, the data acquired at these instances is only 

good for the short time immediately following its collection. 

A second significant flaw involves the flight path of the radiosonde.  Ideally, 

forecasters would desire a straight vertical (zenith) flight path, as the precipitable water 

over a given location depends only on the atmosphere directly overhead.  However, a 

ballooned instrument like a radiosonde is highly susceptible to drifting off at the whim of 

the atmospheric currents and conditions, seldom maintaining its desired flight path.  

Additional complications are caused by the need to man the of the radiosonde surface 

launch station during its flight through the atmosphere.  This flight trajectory can range 

from minutes to an hour; all depending on how fast the atmospheric conditions permit the 

ballooned instrument to ascend to its full altitude.  The flight time aspect also makes it 

impossible to achieve the desired real-time capability. 

 

2.2.2 Water Vapor Radiometer (WVR) 

The second traditional method for atmospheric precipitable water determination is 

a water vapor radiometer (WVR).  Two water vapor radiometer types are used:  ground-



 
 

 2-3 

based and satellite-based.  Ground-based, upward-looking water vapor radiometers scan 

the sky, measuring the microwave radiation that is emitted by the water vapor in the 

atmosphere against the cold background of space.  This is possible due to the frequency 

dependence of the sky brightness temperature [12].  However, these ground-based water 

vapor radiometers do have a variety of inadequacies.  First, ground-based WVRs are 

severely affected under heavy cloud cover and adverse weather conditions.  In fact, most 

of these devices provide no useful data when it is raining [12].  Furthermore, they are not 

very mobile as they are somewhat bulky, must be calibrated for a specific location, and 

are also quite expensive ($100k’s each).  Therefore, these devices are most commonly 

employed at a single location for a specific application. 

Satellite-based, downward-looking WVRs work on the same principal; however, 

they utilize the hot background provided by the earth as a reference.    Space-based 

WVRs have similar, but more limiting drawbacks in comparison to the ground-based 

WVRs.  Due to extensive land surface temperature variability, their usefulness is usually 

restricted to operation over ocean regions.  Obviously, this is a very limiting restriction, 

as forecasting interests lie primarily over the continental land regions where much of the 

weather patterns effecting daily operations take place.  Also, their performance is 

significantly reduced during light to moderate cloud cover, considerably limiting their 

usefulness [12].  Moreover, although satellite-based WVRs provide good spatial 

coverage, they are constantly in motion and provide inconsistent coverage over a given 

location.  On the whole, the price and complications associated with both ground-based 

and satellite-based water vapor radiometers make consistent widespread real-time 

application nearly unachievable. 
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2.2.3 Traditional Precipitable Water Characterization 

The shortcomings associated with both traditional methods have left precipitable 

water as one of the most poorly characterized meteorological parameters.  Meteorologists 

and scientists alike agree that water vapor fields are inadequately defined on all levels of 

weather analysis and forecasting [13].  As discussed previously, this inadequacy stems 

from the sporadic nature of precipitable water observations and the highly variable nature 

of water vapor in the atmosphere.  Moreover, because of its high variability and poor 

characterization, precipitable water is recognized as the primary error contributor in 

short-term (i.e., daily and hourly) weather forecasts.  It is widely appreciated within the 

weather community that improved atmospheric precipitable water monitoring will lead to 

improved precipitation forecasting, and better tracking of severe weather progression [4]. 

 

2.3 Precipitable Water Determination Using GPS 

With continuously operating GPS receivers existing in large numbers, the existing 

GPS networks could provide an important data stream for meteorological purposes [2].  

These networks are capable of generating the real-time data.  Additionally, the vast 

network would make it possible to gather water vapor information nearly anywhere on 

the globe where GPS is being utilized.  Moreover, the precipitable water calculation via 

GPS merely involves processing existing GPS data files, with no additional hardware or 

equipment requirements.  Ideally, this data stream could complement existing water 

vapor data collection sources, resulting in improved water vapor distribution knowledge 

and enabling more accurate forecasts of rainfall and severe weather [2].  Furthermore, the 
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satellite signal characteristics and the precipitable water algorithm lead to a solution not 

containing the many errors associated with traditional precipitable water determination 

methods.  This allows for comparable, if not superior, accuracies in estimating 

precipitable water via GPS. 

 

2.3.1 GPS Satellite Ephemerides 

In order to process GPS satellite observation data, corresponding satellite 

ephemeris data must also be utilized.  This ephemeris data provides the information 

needed to calculate each GPS satellite’s earth-centered earth-fixed (ECEF) position at 

any arbitrary time (within the validity window).  Several types of ephemerides exist with 

varying accuracy and availability.  Table 2-1 displays the key characteristics for each of 

the four standard ephemeris types. 

Table 2-1.  Comparison of Satellite Ephemeris Types [6] 

~13 days<5 cm / 0.1 nsPrecise (Final)

17 hours5 cm / 0.2 nsRapid

real-time~25 cm / ~5 nsUltra-Rapid (Predicted)
real-time~260 cm / ~7 nsBroadcast

LatencyAccuracyGPS Satellite Ephemeris

 

 Broadcast ephemerides are the most easily accessible, as they are transmitted 

continuously and are normally archived with the satellite observation files for a particular 

station.  These ephemerides are a predicted orbit, calculated from satellite observations 

recorded at five globally located permanent reference stations.  A predicted orbit takes all 

the satellite observations leading up to a certain time, and predicts where the satellite will 

be based upon these observations.  Unfortunately, broadcast ephemerides have the lowest 
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accuracy of those considered, significantly degrading precipitable water estimation 

accuracy.  The small number of permanent reference stations and the once per day 

calculations are the primary contributors to the broadcast ephemeris imprecision [11].  

This attribute makes broadcast ephemerides unsuitable for high accuracy analysis of 

precipitable water, but given their high accessibility and real-time availability, they may 

be useful for coarse analysis.  Moreover, the GPS operational control segment, 

independent from existing civilian GPS networks, generates broadcast ephemerides [11]. 

Ultra-rapid orbits present another real-time possibility at the expense of some 

accessibility.  Produced by the International GPS Service (IGS), ultra-rapid orbits are also 

a predicted orbit product.  However, they are an order of magnitude better in accuracy 

when compared to the broadcast ephemerides.  The IGS utilizes the Internet to get 

satellite observation data from about 40 of its permanent reference stations, with the 

increase in the number of incorporated reference stations resulting in an increase in 

accuracy.  The IGS generates two ultra-rapid orbit ephemerides per day with an average 

delay of 9 hours [5].  However, it would be possible to calculate a similar predicted orbit 

on a near real-time basis with access to the observation data and capable processing 

software.  NOAA’s GPS-MET network utilizes the Scripps Orbit, a Scripps Institute 

predicted orbit product, in conjunction with their GPS at MIT (GAMIT) processing 

software.  The Scripps Orbit is of equivalent accuracy to the IGS ultra-rapid predicted 

orbit, but is produced with only a 1-2 hour delay and is formatted for use with the 

GAMIT software [10]. 

To achieve further ephemeris accuracy improvements, posteriori satellite 

observation information is required in addition to the a priori information utilized in a 
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predicted orbit.  The IGS rapid orbit product utilizes additional satellite observations after 

the time of interest to make a more accurate determination of where the satellite actually 

was at that time.  Approximately 17 hours of additional a posteriori satellite observations 

are used to better estimate the satellite position and velocity at the time of interest.  Rapid 

orbits present significant accuracy improvements over the predicted orbit products, but 

have about a 24-hour delay in their availability due to the incorporation of a posteriori 

data [5]. 

The highest accuracy can be achieved using more a posteriori satellite observation 

data.  The IGS produces a final or precise orbit product utilizing approximately 13 days 

of additional a posteriori data from its reference station network.  The additional data 

enables a more accurate satellite ephemeris determination, which removes most of the 

error present in less accurate ephemerides.  The precise ephemeris is preferred when 

working with high accuracy GPS applications, as the error introduced by the precise 

ephemeris is almost insignificant when compared to other error sources.  However, the 

nature of producing a precise orbit introduces about a 2-week delay in availability [5].  

Therefore, the most accurate data processing possible cannot begin until two weeks after 

the time of interest, so it is not useful for systems requiring real-time processing. 

 

2.3.2 Atmospheric Refraction of GPS Signals 

Geodetic GPS algorithms have the secondary result of calculating the delay or 

extra path length associated with the electromagnetic waves, which is introduced by 

means of the atmosphere’s refractivity [3].  These delays are essentially errors that must 
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be removed for precise position determination.  The Earth’s atmospheric layers, from the 

GPS community’s perspective, can be seen in Figure 2-1. 

0 kilometers

~50 kilometers

Troposphere
(Neutral Atmosphere)

Ionosphere
(Charged Atmosphere)

 

Figure 2-1.  Earth’s Atmospheric Layers Relevant to GPS Signal Propagation 

The original GPS developers never intended, or perhaps even imagined, these introduced 

delays would be utilized for further analysis and examination.  The original intent was to 

effectively eliminate the delay, thereby gaining the best possible positioning accuracy.  

However, advanced GPS studies have resulted in numerous non-positioning applications 

to include precipitable water estimation. 

The atmospheric layers shown in Figure 2-1 represent the two atmospheric 

components affecting GPS measurements:  the ionosphere and troposphere.  The 

ionosphere consists of free ions found in the upper atmosphere – typically above 50 

kilometers.  The ionosphere is an atmospheric region that introduces a delay to the 

satellite signal that can be eliminated by using dual frequency measurements.  The 

remainder of the atmospheric delay can be attributed to the electrically neutral portion of 

the atmosphere, known as the troposphere – typically from the surface up to about 50 

kilometers.  This tropospheric region is essentially where all the Earth’s weather activity 

takes place, and thus is the region of interest for this study in precipitable water 
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determination.  In this region, there are two components to the induced delay: a 

hydrostatic (dry) delay and a wet delay term.  Both delays are generally the smallest for 

satellites oriented in the zenith direction and increase as the satellite elevation angle 

decreases.  This makes sense because GPS signals at lower elevation angles travel 

through more of the Earth’s atmosphere, producing a longer delay.  This concept is 

illustrated in Figure 2-2. 

Neutral Atmosphere
Boundary

Ground Antenna

Lower Elevation Satellite

Zenith Satellite

*Note: not to scale

 

Figure 2-2.  Satellite Elevation Illustration [9] 

Lower satellite elevations create observations that are much more corrupted by 

tropospheric refraction and multipath than those at high elevations.  Setting a lower 

bound or satellite elevation mask of 10 or 15 degrees can remove the noisiest 

observations for traditional geodetic purposes [5].  However, through the use of these 

lower elevation observations, it may be possible to improve the estimated zenith 

tropospheric delay accuracy.  This is due to the increased atmospheric information 

contained within these lower elevation observations as the signal travels through larger 

sections of the Earth’s atmosphere.  Proper weighting of these corrupted lower elevation 
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observations and use of accurate tropospheric mapping functions can result in increased 

ability to estimate zenith tropospheric delay [5]. 

 

2.3.3 Tropospheric Mapping Functions 

A mapping function is utilized to convert an elevation-specific delay term to its 

equivalent zenith delay.  A rough mapping function for both the hydrostatic and wet 

delays is the inverse of the sine of the satellite elevation [3].  This inverse sine mapping is 

also known as the “cosecant law” and assumes both constant atmospheric refractivity and 

a flat earth surface [14].  Equation 2-1 shows the conversion from wet delay (WD) to 

zenith wet delay (ZWD) for a satellite elevation e using the “cosecant law.” 

 WDeZWD *)(sin 1−=  (2-1) 

More accurate mapping functions utilize further advanced algorithms to map the 

tropospheric delay to the zenith direction.  For example, the Saastamonien and Baby, et. 

al. mapping functions basically extend the “cosecant law” to provide improved accuracy 

[14].  Other, more complex mapping functions are based on the truncation of a continued 

fraction representation, as shown in Equation 2-2 [14]. 
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The Marini mapping function forms the basis for many of these continued fraction 

mapping methods, essentially showing that the tropospheric delay mapping function m(ε) 

can be expressed as a continued fraction combination using the corresponding satellite 
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elevation angle ε.  In the Marini continued fraction expression, the coefficients a, b, c … 

are constants or linear functions [14]. 

The Neil mapping function also utilizes the continued fraction expression, with 

slightly different representations for the hydrostatic and wet delay components.  

Combining the mapped hydrostatic and wet delays results in the equivalent total 

tropospheric delay, illustrated in Equation 2-3 [14]   
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The combined use of both mapping functions reduces errors in geodetic estimation for 

observations as low as 3° in elevation, and agrees as well or better than mapping 

functions calculated from radiosonde profiles.  The Neil mapping function variability is 

best modeled by latitude and seasonal dependence, and is attributed to the variation of 

solar radiation.  To account for the decreasing atmospheric “thickness” as the station 

height increases, the height above the geoid is account for in the hydrostatic mapping 

component [14].  The Neil hydrostatic mapping function is shown in Equation 2-4.  
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The coefficients aht, bht, and cht are constants, whereas ahydro, bhydro, and chydro are 

interpolated based on average values for known latitudes [14].  The Neil wet mapping 

function is shown in Equation 2-5. 
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Again, the coefficients awet, bwet, and cwet are interpolated based on average values for 

known latitudes [14]. 

 

2.3.4 Removal of Hydrostatic Delay Component 

The hydrostatic delay is attributed to the transient or induced dipole moment of all 

the gaseous constituents in the atmosphere, to include water vapor [3].  This dry delay 

term can easily be determined from surface pressure and temperature measurements, due 

to the relationship between the hydrostatic delay relative to the atmospheric elevation.  

The hydrostatic portion of the tropospheric delay can be calculated by means of Equation 

2-6 [1] 

 H
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The hydrostatic delay calculation regularly achieves very precise results with accuracies 

on the order of 1 mm or less. 
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However, the atmospheric water vapor is much more unevenly distributed, so the 

same surface parameters cannot completely determine the wet delay.  This uneven 

distribution motivates the GPS technique for precipitable water determination, as wet 

delay is directly related to the quantity of water vapor overlying the receiver [3].  The 

zenith wet delay can range from less than 10mm in arid regions to over 400mm in 

extremely humid regions.  Additionally, the wet delay variability consistently exceeds 

that of the hydrostatic delay by more than an order of magnitude [3]. 

 

2.3.5 Mathematical Algorithm for Precipitable Water Determination 

The zenith wet delay can be determined via GPS data utilizing the overall least-

squares position solution, GPS satellite orbital parameters, and several other fundamental 

parameters.  The theoretical definition states that if water vapor is integrated in terms of 

precipitable water (PW), the height of an equivalent column of liquid water is [3]  

 dzrPW
w

a
∫
∞

=
0 ρ

ρ
 (2-7) 

where 

 waterliquid ofdensity 
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w

a

=
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The variable r is known as the mixing ratio, and is calculated empirically by 

 
airdry  of mass

or water vapof mass=r  (2-8) 

Although this theoretical definition is valid, the mixing ratio r is never known at 

every location in the Earth’s atmosphere.  Recall that the tropospheric wet delay is 

directly related to the quantity of water vapor overlying the receiver [3].  Therefore, by 



 
 

 2-14 

utilizing an indirect approach, the quantity of precipitable water can be related to the 

zenith wet delay (ZWD) at the receiver location by [2] 

 ZWDPW ×∏=  (2-9) 

where the ZWD is given in units of length (typically meters) and Π is the dimensionless 

constant of proportionality.  The constant Π can be calculated by [2] 
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The constant k2’ is determined by 

 122 ' mkkk −=  (2-11) 

The value of m is a ratio defined by 
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The physical constants k1, k2, and k3 are taken from the widely used formula for 

atmospheric refractivity N defined by 
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where  

re temperatuabsolute
or water vapof pressure partial

airdry  of pressure partial

=
=
=

T
P
P

v

d

 

Several studies have resolved values for the atmospheric refractivity constants k1, 

k2, and k3.  Direct refractivity constant measurements were taken using microwave 

techniques prior to the 1960’s.  Smith and Weintraub (1953) compiled and averaged the 

early microwave measurements, while Hasegawa and Stokesbury (1975) compiled and 

characterized many more experimental microwave results [2].  Thayer (1974) utilized 

another approach utilizing optical frequencies to determine the atmospheric refractivity 

constants values.  The microwave study undertaken by Hasagawa and Stokesbury (1975) 

is the most comprehensive and accepted study, but the details of their statistical approach 

is not completely agreed upon [2].  As a result, Bevis et al. reanalyzed their compilation 

using a conservative estimation of the uncertainties and increased the emphasis on 

obtaining more robust results.  This reanalysis produced values for the atmospheric 

refractivity constants used by most of the GPS meteorology community and are shown 

below [2]. 
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The theoretical definition of the parameter of Tm is a weighted mean atmospheric 

temperature defined by [1] 
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where 

re temperatuabsolute
or water vapof pressure partial

=
=

T
Pv  

Again, this theoretical definition is impossible to implement, as the absolute temperature 

T is not known at every point in the Earth’s atmosphere.  As a result, location dependent 

regressions have been developed to closely approximate the mean temperature Tm value 

based on the surface temperature Ts.  The standard regression utilized within the United 

States by atmospheric scientists and meteorologists alike is 

 sm TT 72.02.70 +=  (2-15) 

This regression was developed from an analysis of 8718 radiosonde profiles flown over a 

two-year period from sites within the United States.  These sites had locations ranging 

from 27° to 65° in latitude and a height ranging from 0 to 1.6 kilometers.   

 

2.3.6 Error and Variability Discussion 

Roughly speaking, the ratio of PW/ZWD should equal the constant of 

proportionality Π, having the approximate value of 0.15.  However, the actual value of Π 

depends upon local conditions such as location, elevation, season of year, and weather, 

having variability as much as 15% [3].  The variability of Π is derived nearly in its 

entirely from the variability of Tm and in the physical refractivity constants k1, k2, and k3.  

Figure 2-3 shows the variance in the constant of proportionality, Π, in relation to the 

mean atmospheric temperature, Tm. 
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Figure 2-3.  Variance of the Parameter ΠΠΠΠ [2] 

The ability to effectively estimate precipitable water is primarily determined by 

the accuracy to which we can estimate Tm.  This is mainly attributed to the accurate 

characterization of the refractivity constants over the past half-century, resulting in the 

weighted mean temperature, Tm, being left as the dominant error source.  Figure 2-4 

displays the error in Π in relation to the error in Tm.  The solid line represents 

experimentally determined errors in the nominal values of the atmospheric refractivity 

constants, and the dashed line represents double these nominal error values.  It is apparent 

that even doubling the error in the refractivity constants k1, k2, and k3 results in only a 

minimal offset in the Π parameter error relative to the change in the Tm error. 



 
 

 2-18 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

% ERROR IN Tm

%
 E

R
R

O
R

 IN
 Π

 

Figure 2-4.  Variance in the Error of the Parameter ΠΠΠΠ [2] 

It has been proven that the constant of proportionality, Π, can be determined to 

accuracies of 1-2%, depending upon the approach utilized [3].  A tuned value for the 

mean temperature Tm can be calculated using location dependent atmospheric regressions, 

as shown in the previous section by Equation 2-15.  This regression has a 4.74 K rms 

deviation, producing a relative error of less than 2% [1]. 

 

2.4 Summary 

It is clear that traditional methodologies have shortcomings that inhibit the 

effective use of the water vapor distribution in atmospheric monitoring and weather 

forecasting.  Moreover, it has been established that additional, more accurate 

measurement methods will best allow for the accurate determination of atmospheric 

water vapor fields by supplementing these traditional methods.  The Global Positioning 

System allows for an ideal supplementation, possessing characteristics with strengths 

where each traditional method proves insufficient.  A methodology exists for effective 

and accurate atmospheric precipitable water determination via GPS, enabling accuracies 
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that meet or exceed those associated with traditional methods.  Using this developed 

methodology should make it possible to examine its ability to be employed in a variety of 

situations and operational environments.
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III.  Methodology 
 
 

3.1 Overview 

This chapter describes an experimental GPS receiver network and the methods 

used to analyze precipitable water over that experimental network.  The background and 

theory outlined in Chapters 1 and 2, respectively, merely serves as the basis for actual 

implementation.  GPS precipitable water determination methods involve many additional 

contributing factors including peripheral data integration, estimation process strategies, 

and experimentation setup.  More specifically, the implementation aspects studied in this 

thesis require further extension of the mathematical algorithms described in Chapter 2.  

This includes reinvestigating the factors contributing to effective GPS precipitable water 

determination, and the examination of degrading performance factors consistent with the 

thesis problem statement. 

 

3.2 GPS PW Initialization 

Precipitable water determination via GPS is essentially an estimation process, 

using satellite observations from a network of receivers, corresponding satellite 

ephemerides, established atmospheric constants, and surface atmospheric measurements.  

Initial consideration was given to developing custom software for the GPS data 

processing, which forms the basis of the research.  However, the carrier-phase ambiguity 

resolution and tropospheric estimation algorithms would have required too large an effort 

for the time constraints associated with this research.  As a result, several GPS data 
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processing software packages were considered.  Utilizing a proven and established GPS 

processing software package was essential.  In this thesis, the Bernese version 4.2 GPS 

software was chosen for the parameter estimation processes [5].  This software has been 

used throughout the world, particularly in the European and Southeast Asian 

communities, and has been proven to be accurate and effective in nearly all its 

applications. 

 

3.2.1 Bernese GPS Software Familiarization 

As the Bernese GPS software is the key tool used in this research, it was 

necessary to gain a working knowledge of how to set up and use this analytical tool.  

Although the software is a very powerful asset in the realm of GPS analysis, it has yet to 

be completely refined and user friendly.  As a result, the Bernese software is not 

necessarily intuitive in its operation, and the improper implementation of the software 

could very easily lead to inaccurate or even unusable results in the GPS PW study. 

Although the documentation or “users manual” that accompanied the software 

was extensive, it was written under the assumption that the user had previously attended 

the Bernese GPS software class.  The program’s developers teach this software 

familiarization class at the University of Berne in Switzerland.  Initial efforts to learn the 

intricate nature of the Bernese software through the accompanying documentation 

manual were unfruitful, and further training was necessary.  Taking the Bernese software 

class in Switzerland was deemed to be the best solution, since Bernese software use is 

somewhat limited in the United States region of the world. 
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The Bernese software class demonstrated that the process was iterative in nature, 

producing an accurate result only if each step of the analysis process was accomplished 

correctly.  This is inherently problematic, as errors in early iterations can ripple through 

the process, compound with each other, and potentially produce very errant or 

inconsistent results.  Understanding and familiarization with each iteration step proved to 

be critical in figuring out how to best employ the software.  Moreover, the menu system 

utilized to provide the visual interface with the Bernese software proved to be a bit more 

intricate than initially perceived.  The menu system itself serves as a link to thousands of 

subprograms and routines that actually perform the analysis, with each of these 

subprograms utilizing a variety of specific data files containing precise information that is 

analysis dependent.  Setting up the Bernese software to use the proper information files 

was once again pivotal for proper and accurate program operation. 

 

3.2.2 GPS Network Establishment 

After familiarization with the Bernese software had been completed, a GPS 

receiver network had to be chosen for this research.  Initially, the possibility of setting up 

receiver hardware to create our own GPS network from scratch was considered.  

However the funding and sheer magnitude of such a hardware implementation endeavor 

was deemed outside the research scope.  The focus was turned to existing networks, 

particularly the Continuously Operating Reference Station (CORS) network [8]. 

Past encounters with the CORS network proved it to be very compatible for use in 

this precipitable water research.  First, the receiver data is posted on the Internet and 

archived for years, leaving it readily accessible for processing [8].  Secondly, hundreds of 
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receiver sites exist in this network, spanning the 50 States, Guam, American Samoa, 

Central America, and the Caribbean regions as shown in Figure 3-1. 

 

Figure 3-1.  NOAA CORS Network [8] 

However, one of the most attractive attributes of the CORS network lies in a 

subset of CORS stations that have already been setup and utilized for the GPS estimation 

of precipitable water.  This subset of stations has its own GPS meteorology Internet site, 

where it is possible to obtain atmospheric measurement data, tropospheric delays, and the 

calculated PW in addition to the standard observation and ephemeris data found at the 

CORS site [10].  This subset of GPS-MET reference stations is shown in Figure 3-2. 
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Figure 3-2.  GPS Meteorology Network [10] 

The subset of CORS sites used in the GPS meteorology field is ideal for use in 

this study using the GPS-based PW calculation.  The GPS meteorology stations provide 

comparison data for the calculated hydrostatic delays, wet delays, and precipitable water, 

all of which are fundamental to the research focus.  Furthermore, the equipment models 

at these GPS-met sites are very similar, enhancing the internal consistency of both the 

GPS data and the corresponding atmospheric measurements.  It is important to 

understand that CORS GPS stations do not necessarily have the meteorological 

equipment necessary to measure atmospheric conditions such as temperature and 

pressure, which are necessary in the determination of precipitable water.  However, the 

GPS-MET subset of the CORS network does have the all the necessary atmospheric 

measuring devices, and the data is posted on the CORS website as observed 

meteorological files. 
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With the GPS-MET nationwide network in mind, a good regional network was 

sought out to accomplish the analysis.  Since a major goal in this thesis was to evaluate 

precipitable water determination in a military context, present day operations in 

Afghanistan served as a good reference for gauging the scale of this thesis study.  With 

the defined scale in mind, the GPS-MET network was examined to determine the best 

station grouping for this research.  Both medium station baseline lengths of greater than 

100 to 200 kilometers and an evenly spaced network that would ensure the best regional 

coverage for the GPS precipitable water research were sought out. 

The main motivation for using medium station baseline lengths of greater than 

100 to 200 kilometers was to achieve good results in both ambiguity resolution and 

tropospheric parameter estimation.  Ideally, shorter baselines (i.e., 10-20 km) are least 

demanding on ambiguity resolution.  This stems from the nearly identical tropospheric 

and ionospheric conditions seen by both station locations, resulting in the virtual 

elimination of the respective errors using double-differenced phase measurements.  The 

elimination of the tropospheric and ionospheric errors leaves a minimal number of error 

terms that must be estimated to resolve the ambiguities [11].  Unfortunately, precipitable 

water is directly related to the tropospheric error, and GPS PW investigation is hindered 

by the elimination of this particular error term.  As baselines increase in length, 

tropospheric and ionospheric errors become more prominent as a larger difference is 

observed in the atmosphere overlying the station locations.  Ambiguity resolution 

becomes more difficult due to both the addition of increasing tropospheric and 

ionospheric error terms and their cross-correlation with the integer ambiguity values 

trying to be resolved.  However, the increasing tropospheric error term and the difference 
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of the observed satellite elevations between stations results in better estimation of 

tropospheric parameters and, in turn, precipitable water over the locations. 

With all of these considerations in mind, the central U.S. region looked ideal for 

the PW study.  The states of Oklahoma, Kansas, Nebraska, Missouri, Illinois, Iowa, 

Wisconsin, and Minnesota comprised a GPS-MET station network that would best fit the 

baseline and spacing requirements and provide a good regional variety of weather 

patterns.  The network can be seen in Figure 3-3, with the four-letter station designators 

chosen for the study highlighted and the country of Afghanistan superimposed to show 

the scale.  Note that only the highlighted stations (BLRW, CNWM, FBYN, GDAC, 

HBRK, HKLO, HVLK, LMNO, LTHM, MRRN, NDS1, NLGN, PRCO, RWDN, SLAI, 

VCIO, WDLM, WNCI) are part of the research network. 

 

Figure 3-3.  Thesis GPS Meteorology Network 

Further consultation with meteorologists indicated that a good weather pattern for 

examination existed during the week of 7-13 July 2001.  During this time period, a strong 
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weather system known as “The Ring of Fire” was moving across the central region of the 

United States with significant thunderstorm activity.  Taking their expertise into 

consideration, the study converged on the central U.S. network described above during 

this recommended time frame, hopeful that the weather activity would positively 

contribute to the water vapor distribution research in this region. 

 

3.2.3 Satellite Signal Area of Influence 

Different GPS satellite elevations cause the GPS signals to transmit through 

different parts of the Earth’s atmosphere, as described in section 2.3.2.  Meteorologists 

indicate that most of the atmospheric moisture is within first 20 kilometers, and by setting 

a satellite elevation cutoff of 10 degrees a region of influence is introduced to each 

station location.  Effectively, the GPS signals would traverse through the 20-kilometer 

atmospheric moisture region within a 114-kilometer range of each station location, given 

this 10-degree satellite elevation cutoff.  Figure 3-4 shows how the regions of influence 

for each station location interrelate with each other. 
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Figure 3-4. Thesis GPS Meteorology Network Regions of Influence 

Throughout the research’s data processing, a moderate satellite elevation cutoff of 

10 degrees was used.  Elevation cutoffs of more than 10 degrees would shrink each circle 

of influence, causing less overlap effect, whereas elevation cutoffs below 10 degrees 

would expand the circles of influence.  A multiplicative effect is experienced as the 

elevation cutoff angle decreases.  For example, a 10-degree cutoff has a 114-kilometer 

range of influence, whereas a 5-degree cutoff experiences a 228-kilometer range of 

influence.  Slight overlap is ideal, as this would promote the characterization of all the 

tropospheric effects encountered throughout the network region. 

 

3.3 Precipitable Water Determination via GPS  

With the basis for the thesis research established, actual data processing using the 

Bernese GPS software began.  The goals were to compare the results with previous GPS 

precipitable water calculations, and then investigate the limitations imposed in a military 
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context through the use of degraded orbits, a minimal set of available stations, and 

possible interpolation methodologies.  The sections that follow describe the various steps 

taken to calculate precipitable water for the experimental network. 

 

3.3.1 Network Coordinate Determination 

The CORS GPS receiver network has published values for each station’s 

coordinates.  These published coordinates resulted from processing station data over 

time.  The time intervals ranged from several weeks of continuous data to every day since 

the station’s inception.  The computed coordinates are transformed into a particular 

reference frame as defined by the International Earth Rotation Service (IERS), such as 

the most recent IERS Terrestrial Reference Frame (ITRF), with corresponding reference 

frame velocities.  With this information, it is possible to take the coordinates at the 

reference frame epoch, and propagate them with the corresponding velocities to 

determine the predicted coordinates for the time period under examination. 

It should be noted that these coordinates are not absolute truth, as they are 

calculated with varying data sets and updated on a yearly basis.  This thesis will take 

these “published” coordinates and use them as a point of comparison for the stations in 

the experimental network.  For the purposes of this study, the coordinates will primarily 

be estimated based on the data for the period of 7-13 July 2001.  This estimation will 

allow for the best possible consistency throughout the PW study, ensuring continuity with 

the ambiguity and parameter resolution within the Bernese structure. 

Proper and accurate coordinate determination is paramount due to the magnitude 

of the error term that drives precipitable water determination.  PW is directly proportional 
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to the zenith wet delay at a particular receiver site, as seen in section 2.3.2.  The wet 

delay term is very small, typically in the magnitude of 10 to 30 millimeters during the 

summer in the U.S.  As a result, coordinate offsets of a few centimeters will significantly 

impact the accurate calculation of the induced atmospheric wet delay, thereby rippling 

into inaccurate PW determination. 

To determine the coordinates for the week of 7-13 July 2001, observation data 

from each location in the 18-station network was processed with the Bernese GPS 

software.  Special consideration and additional focus was given to the estimation of the 

station coordinates during the Bernese processing iterations.  Precise GPS orbits were 

used, as they are the most accurate orbits available and capable of providing the 

necessary coordinate accuracy for the GPS PW thesis study.  In an operational system, 

the precise orbit would not be available to determine network coordinates to the required 

accuracies, but the assumption here is that there would be enough time to accurately 

determine the coordinates before actual implementation.  In this research the “published” 

NOAA CORS coordinates were used as initial rough estimates of the actual station 

locations, and the coordinates were estimated at each of the critical processing iterations.  

Taking on this strategy provided a good basis or starting point for the GPS PW study.  

 

3.3.2 Tropospheric Delay Estimation 

The Bernese GPS software does not have the built-in capability to calculate 

precipitable water explicitly.  Furthermore, Bernese version 4.2 does not have an 

effective integrated capability that accurately separates the zenith wet delay from the total 

zenith tropospheric delay.  After some initial brainstorming, two possible solutions were 
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posed.  Either the Bernese software code could be modified to enable an integrated and 

automated calculation of PW, or the Bernese software could be utilized to accurately 

estimate the total zenith tropospheric delay and other MATLAB code could be written 

to calculate PW from these total delay values.  The latter option (utilizing MATLAB 

code) was chosen for this thesis research.  Bernese is written in FORTRAN, and lack of 

expertise in FORTRAN programming made the option to modify the Bernese software 

unappealing. 

The Bernese GPS software has many features that allow for GPS data processing 

in many different modes.  Regardless of the specific data, the Bernese software is based 

upon fundamental least-squares estimation processes implemented in a batch mode.  The 

key observables used for the processing done in this research are the double-difference 

phase measurements [5].  Using these measurements it is possible to estimate a variety of 

parameters with the software.  For typical users of this software, estimation of geodetic 

parameters such as station coordinates and their development in time are the main point 

of interest [5].  The importance of station coordinate estimation was evident, as it served 

as the basis for this research as previously described in section 3.3.1.  Additionally, more 

obscure parameters can also be estimated once an established set of coordinates has been 

determined.  In this research, the zenith tropospheric delay parameter was estimated for 

use in the calculation of precipitable water over each of the station locations. 

The ambiguity resolution process is a significant portion of the GPS data 

processing.  It is known that carrier-phase ambiguities are integer numbers, and resolving 

the ambiguity means to assign the correct integer numbers to the real-valued estimates 

[5].  Resolving and fixing the ambiguities on their true integer value makes the estimation 
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of other parameters considerably more accurate.  Typically, the majority of the unknown 

parameters involved with the processing actually are the ambiguities [5].  There are 

various methods to resolve the ambiguities.  A general two-step process can be used to 

describe most of them:  estimate the ambiguities as real numbers along with other 

parameters, and reliably resolve the integer values of these estimations using statistical 

tests [5]. 

Using the station coordinates as described in the previous section, the data 

processing began to estimate the total zenith tropospheric delay.  Careful consideration 

was given to determine the interval at which tropospheric delay was to be calculated, as 

increasing the number of estimates per day would result in an increase in the 

computational demands on the processing software and vice versa.  Tropospheric delay 

estimates every 5 minutes may be ideal for near real-time PW estimation, but the speed of 

software computation speed may require the calculations on an hourly basis to get timely 

results.  The surface meteorological data sampling was examined in conjunction with the 

calculation interval used by the NOAA GPS-MET demonstration network.  An interval 

of 30 minutes was perceived to be the best choice, especially considering that the GPS-

MET network utilizes the same 30-minute interval.  This would allow for a point-by-

point comparison between the two data sets. 

Moreover, the 30-minute calculation interval would effectively demonstrate the 

various real-time effects while minimizing computational loading.  For each time the 

precipitable water is to be calculated, the Bernese software must add an additional 

parameter to the state vector for each network receiver, which are then all estimated 

simultaneously.  With a 30-minute calculation interval, the software must add 48 
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parameters in the state vector for each reference station per day, whereas 1-minute 

intervals would require 1,440 additional parameters per station per day.  Such short 

estimation intervals would also result in extremely noisy precipitable water 

determination.  This is primarily due to a lack of data to average over the short estimation 

interval, allowing errors to become more dominant.  However, weather and atmospheric 

precipitable water can sometimes change quickly, especially during severe weather.  

Fortunately, severe weather only happens very occasionally, so normally weather 

conditions change more gradually.  A 30-minute calculation interval allows for 

reasonable processing time and substantial data for evaluating the precipitable water 

determination over the given week. 

There were several keys steps in the Bernese data processing procedure.  First, 

optimum baseline combinations were utilized in forming the single difference solutions, 

using the number of observations as the optimization criteria [5].  Secondly, the quasi-

ionosphere-free (QIF) algorithm [5] was employed to resolve the carrier-phase 

ambiguities.  Finally, the ambiguities are treated as known values, to estimate only the 

tropospheric delays.  The Neil mapping function was utilized to map the tropospheric 

delays to their equivalent zenith values [5].   These key considerations provided accurate 

estimation of zenith wet delay over each station within the examined network.  Once 

accurate zenith troposphere delays had been estimated, MATLAB  code was developed 

to employ the precipitable water algorithm found in sections 2.3.4 and 2.3.5, using the 

meteorological data obtained from the CORS website.  The resultant precipitable water 

values were used in data comparison and analysis processes described in the next section.   
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3.4 Experimentation Process 

Once a method had been established to calculate the precipitable water across the 

network of 18 stations, further analysis was taken to determine the accuracy of these 

values.  After analyzing the best-case network scenario, two degraded cases were 

investigated.  First, orbit degradation was introduced to see how less accurate, real-time 

orbits affect the accuracy of GPS precipitable water estimation.  Secondly, network 

degradation was performed to examine how effectively a minimal set of stations can 

resolve the precipitable water at those locations (simulating the case where you are 

unable to place receivers in enemy territory).  Both degradations were first analyzed 

independently, and then the effects of both degradations together were evaluated.  

Additionally, an analysis of interpolation methods was performed to see how well PW 

values could be interpolated in the degraded network case.  Each of these analyses 

required all of the necessary data for calculating precipitable water (surface 

meteorological measurements and valid zenith tropospheric delay) to be available at each 

investigation time.  Instances with a lack of any of these data elements were excluded 

from the study.  The results of the analyses are presented in Chapter 4. 

 

3.4.1 Initial Validation 

Initial analysis was performed using the full 18-station GPS meteorology network 

with precise orbits.  The goal of this initial analysis was to verify that the algorithm 

employed in this research produces results similar to other validated data.  The 

comparison data used for this initial validation was from NOAA’s GPS-MET network.  

Tropospheric delays for the 18 stations were compared to verify that the Bernese 
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software was properly utilized in the estimation process.  Without good zenith 

tropospheric delay estimates, the precipitable water calculation would be inherently 

errant.  An exact match was not expected, but rather equivalent magnitudes and small 

relative differences were the primary objectives.  Next, the surface meteorological 

measurements for pressure and temperature were compared between the sources.  These 

surface parameters are utilized within the GPS precipitable water algorithm, and 

significant discrepancies would adversely affect the accuracy of this calculation.   

Finally, the calculated precipitable water was compared with the NOAA GPS-

MET precipitable water estimates.  Again, an exact match was not expected, primarily 

due to the differences in GPS processing software, data files, and NOAA’s more 

advanced GPS-MET algorithms.  However, the same magnitude and small relative 

differences were the objective.  Once this initial analysis provided ample verification for 

the research process, the full 18-station/precise orbit network results could be used as the 

truth basis for the remainder of the experimentation.  In theory, the use of the full 18-

station network with precise orbits gave the most accurate results achievable via the 

employed algorithm.  Therefore, process consistency and uniformity were achieved by 

comparing all subsequent experimentation with the full 18-station/precise orbit network 

results. 

 

3.4.2 GPS Orbit Degradation Examination 

With the focus of making the precipitable water estimation process as close to 

real-time as possible, only GPS satellite ephemerides with real-time capability were 

investigated (in addition to the precise ephemeris).  First, the utilization of the broadcast 
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ephemeris was examined, as it is the most accessible of the available ephemerides.  

Significant degradation was expected in the ability to determine precipitable water, as the 

broadcast orbits are the least accurate of those available.  Given that broadcast orbits are 

calculated once per day with different windows of validity, near real-time implementation 

could easily be simulated by downloading it once and using in conjunction with the 

entirety of the data for that day. 

Secondly, the IGS ultra-rapid ephemerides were used to examine the performance 

of a more accurate real-time orbit that has a more limited accessibility.  The accessibility 

limitations stem from the requirement for self-production of a predicted orbit product 

comparable to the IGS ultra-rapid orbit, as the IGS ultra-rapid orbit solution is only 

available twice daily with a 9-hour delay.  Near real-time implementation was simulated 

by using the ultra-rapid predicted orbit calculated at the beginning of each day of the 

examination week.  In effect, this should show the worst accuracy possible using the 

ultra-rapid orbit, as its accuracy would increase if it could be updated at intervals 

throughout the day. 

Although a degraded accuracy in precipitable water determination was expected 

in comparison to the precise orbit results, it was uncertain how much accuracy would be 

sacrificed using these less accurate real-time orbits.  Moreover, the ability for the Bernese 

software to process the data given less accurate ephemerides was also investigated, 

particularly with respect to tropospheric parameter estimation.   
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3.4.3 Network Degradation Examination 

The next analysis step was to examine the effects of a limited number of data 

sources, and the corresponding network geometry.  This allowed insight into the 

effectiveness of the data processing algorithms within the Bernese software.  Ambiguity 

resolution and parameter estimation are both impacted by loss of available data used in 

the processing.  In particular, the investigation was based on having a minimal network of 

perimeter stations, without access to observation data in the network’s central region as 

shown in Figure 3-5.  The primary motivation for this case was based on the inability to 

easily place receivers in enemy territory, which is a significant constraint present in most 

military operational environments.  Note that only the highlighted stations (BLRW, 

CNWM, GDAC, MRRN, PRCO, WDLM, WNCI) were included in the degraded 

perimeter network. 

 

Figure 3-5.  Degraded Thesis GPS Meteorology Network 
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Analysis was done using precise orbits, to see the effects less observation data and 

limited geometry had on the ability to estimate the precipitable water at each of the 7 

perimeter stations.  This analysis, in itself, does not investigate precipitable water 

determination over the entire network region.  Those aspects concerning network 

resolution aspects are included in the analysis described by section 3.4.5. 

 

3.4.4 Combination of Degradation Effects 

Once the effect of minimal data availability and network geometry had been 

evaluated, coupling effects of introducing degraded orbits to the 7-station perimeter 

network were examined.  Both the broadcast and ultra-rapid orbits were employed to 

quantify the effect of real-time implementation in conjunction with a minimal set of 

available observation data.  Key concerns involve the increasing demands on the 

processing software regarding the ambiguity resolution and tropospheric parameter 

estimation processes, as the errors introduced by both the network and orbit degradations 

will be compounded together.  The main question is whether or not this compounding 

error will be significant for the purposes of estimating atmospheric precipitable water.   

 

3.4.5 Examination of Interpolation Methods 

A final, and capstone, examination was the investigation of the ability to 

interpolate the water vapor field over the region using the 7-perimeter station network.  

This is where operational military restrictions in network density began to be taken into 

consideration.  Both linear and cubic interpolation schemes were initially taken into 

consideration, as they were functions within MATLAB  and easily implemented.  
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Quantification of the “goodness” of the interpolation was done by statistically comparing 

the known values at the stations with the perimeter network and the interpolated values at 

those points.  Only periods with all the required data available could be investigated, 

which included PW data at all 7 perimeter stations and corresponding actual PW values 

for each of the interpolated values.  Invalid data at any one of the 7 perimeter stations 

would alter the interpolation over the entire network, skewing the results. 

In order to eliminate cross-correlated effects of the degraded perimeter network 

PW estimation and the network interpolation of PW, a second investigation used values 

for the perimeter stations taken from the full 18-station network estimation case.  This 

case would effectively eliminate the difference between the actual and interpolated values 

at those 7 perimeter stations, as the remainder of the network region is interpolated based 

on these “known” values.  The interpolation error was isolated and quantified by itself 

through this analysis process. 

Finally, the interpolation effect of having one centrally located station in addition 

to the perimeter network was investigated.  The stations included (BLRW, CNWM, 

FBYN, GDAC, MRRN, PRCO, WDLM, WNCI) are highlighted in Figure 3-6. 



 
 

 3-21 

 

Figure 3-6.  Complimented Thesis GPS Meteorology Network 

This would primarily investigate trade-offs involving a slight increase in precipitable 

water resolution over the network region, while maintaining more limiting practical 

military operational restrictions.   

 

3.5 Summary 

This chapter discussed the overall processes and techniques used in this thesis.  

Establishment of a research network and choosing adequate GPS data processing 

software were important first steps of the investigation.  Furthermore, estimating the 

network coordinates and tropospheric delays provided the means to determine 

precipitable water over each station in the network region.  The experimentation process 

started with an initial validation of results, and then proceeded with an investigation of 

orbit and network degradation effects.  Finally, network PW interpolation was 
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investigated using the degraded network to investigate potential military operational 

factors and considerations. 
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IV.  Results and Analysis 
 
 

4.1 Overview 

This chapter focuses on the results of the experimental processes as described in 

Chapter 3.  Quantification of the results using both graphical and statistical methods 

provides insight into the GPS derived precipitable water behavior.  These results are used 

to make inferences, conclusions, and recommendations about GPS precipitable water 

estimation processes.   

 

4.2 Experiment Initialization 

A good research basis was initially established using fundamental process 

investigation.  First, coordinates for each station within the experimental GPS-PW 

network had to be determined.  This was a crucial step that would effect all subsequent 

evaluation, as coordinate errors directly impact the quality of the results.  Secondly, 

validation of the methodology had to be accomplished.   The results of the employed 

algorithm had to be consistent with other comparable atmospheric precipitable water 

estimates, particularly the NOAA GPS-MET PW data.  This would, in-turn, ensure a 

solid basis for more specific study and evaluation. 

 

4.2.1 Network Coordinate Determination 

As discussed in Chapter 3, the National Geodetic Service estimates station 

coordinates and velocities on a yearly basis with varying data sets and reliability.  Recall 
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that some stations use data sets including every third day of data since initialization, 

where others may take three consecutive weeks of recent data.  When the coordinates are 

estimated, they are typically put in a reference epoch to standardize the results amongst 

the different stations.  The latest NGS ITRF97 coordinates for the stations within the 

experimental network as shown in Table 4-1. 

Table 4-1.  ITRF97 Station Coordinates and Velocities (Epoch 1997.0) 

-0.0014

-0.0027

-0.0048

-0.0023

-0.0045

-0.0058

-0.0035

-0.0046

-0.0060

-0.0026

-0.0053

-0.0065

-0.0042

-0.0058

-0.0053

-0.0035

-0.0022

-0.0014

VZ (m/yr)

-0.0010

-0.0011

0.0009

-0.0010

-0.0009

-0.0014

-0.0010

-0.0020

-0.0009

-0.0010

-0.0009

-0.0008

-0.0013

-0.0003

-0.0001

-0.0010

-0.0096

-0.0011

VY (m/yr)

-0.0153

-0.0168

-0.0140

-0.0160

-0.0154

-0.0133

-0.0161

-0.0157

-0.0160

-0.0153

-0.0140

-0.0144

-0.0137

-0.0140

-0.0144

-0.0154

-0.0147

-0.0164

VX (m/yr)

4461724.5320-4522955.6570-431414.7100WNCI

4049479.2990-4916498.6230-40910.1950WDLM

3734993.1880-5095172.2770-826818.0220VCIO

4237584.6280-4744691.8370-306731.4870SLAI

4085854.5850-4802868.9530-903473.3010RWDN

3636211.8820-5186967.8590-684650.0860PRCO

4262977.8740-4688244.6030-641817.7130NLGN

3844210.0140-5055714.8410-495849.8010NDS1

4320380.7720-4582734.1410-948739.9470MRRN

4041974.4560-4910005.6890-357996.9210LTHM

3789624.4020-5077560.9640-666736.9160LMNO

3875267.3060-4992906.7800-800338.2030HVLK

3699768.3680-5159629.7220-529863.4700HKLO

3932291.5460-4971311.2010-636268.5050HBRK

3886468.7780-4934984.8990-1065179.5840GDAC

4084781.3970-4847771.6530-622116.3610FBYN

3863793.2900-5059509.1570-238909.2940CNWM

4346305.2630-4654409.4640-43118.8630BLRW

Z (m)Y (m)X (m)STATION

 

In order to maintain consistency throughout the research, it was in the best interest 

to estimate the network stations’ coordinates from the GPS measurements, and to only 

use the NGS ITRF97 solution as a source of comparison. Using the 7-day data set 

spanning 7-13 July 2001, used throughout the research process, coordinates were 

estimated for each of the 18 stations in the experimental GPS-PW network.  Precise 

orbits were utilized to maximize the accuracy of the coordinate estimation, as small 

coordinate offsets would significantly effect estimation of small error parameters such as 

tropospheric delay.  Coordinates were first estimated for each day, and then for the entire 
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week.  The daily estimates were allowed to converge upon a floating solution with a 

constraint placed upon the station BLRW, whereas, the final estimate for the week fixed 

station BLRW at its reported ITRF97 position.  Initial comparison yielded final results 

showing errors in excess of 40 to 50 cm.  Every station in the network appeared to have 

the same fluctuation in the daily coordinates, displayed by typical examples in Figures 4-

1 and 4-2. 
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Figure 4-1.  Initial BLRW and GDAC Coordinate Errors 
(Daily Results – Weekly Results) 
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Figure 4-2.  Initial FBYN and HKLO Coordinate Errors 
(Daily Results – Weekly Results) 
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The corresponding three-dimensional error statistics for these coordinates are shown in 

Table 4-2.  The error is consistent and uniform throughout all 18-stations. 

Table 4-2.  Initial 7-Day Coordinate Comparison 3-D Error Statistics 
(Daily Results – Weekly Results) 

128.3426.482125.60OVERALL

RMS (cm)STD (cm)MEAN (cm)

 

The vertical error was poorest, with each component proving to be much larger 

than expected.  An error vector greater than a meter is grossly insufficient for effective 

precipitable water estimation.  Further consultation recalled that the daily coordinates 

were allowed to float within a constraint window and the final results were fixed on a 

selected station, a random network offset was suspected to be responsible for the large 

positioning errors.  This would explain the striking similarities in positioning observed 

between all of the stations, as each set of plots in Figures 4-1 and 4-2 appears to be nearly 

identical.  The network geometry, or relative positions of stations throughout the 

network, should be significantly more consistent.  To eliminate the random daily network 

offsets, an adjustment technique was applied to each set of daily coordinates.  Essentially, 

the centroids for each of the daily and final coordinate solutions were calculated, and the 

relative difference between each of the daily centroids and the final centroid was 

subtracted from all 18 of the corresponding daily coordinates.   Through this process a 

much more consistent set of coordinates was obtained, varying in the 1 to 2 cm range, as 

seen in Figures 4-3 and 4-4.   
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Figure 4-3.  Offset Eliminated BLRW and GDAC Coordinate Errors 
(Daily Results – Weekly Results) 
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Figure 4-4.  Offset Eliminated FBYN and HKLO Coordinate Errors 
(Daily Results – Weekly Results) 

The corresponding error vector statistics for these coordinates are shown in Table 

4-3.  Both the station-specific and overall statistics are shown, displaying the small 

relative errors that exist at each network station. 
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Table 4-3.  Offset Eliminated 7-Day Coordinate Comparison 3-D Error Statistics 
(Daily Results – Weekly Results) 

2.24760.971742.0286OVERALL

2.82740.758502.7388WNCI

3.28170.693763.2182WDLM

2.31580.505572.2680VCIO

2.08080.541832.0194SLAI

1.94340.590721.8649RWDN

2.51780.521892.4710PRCO

1.79060.460481.7391NLGN

1.23380.314861.1989NDS1

3.02070.886552.9071MRRN

1.18450.364091.1355LTHM

1.95310.846511.7889LMNO

1.50920.342921.4754HVLK

2.07290.518102.0166HKLO

0.731860.294080.67934HBRK

2.69150.767502.5961GDAC

0.737680.293500.68581FBYN

2.13170.632992.0496CNWM

3.72120.716693.6616BLRW

RMS (cm)STD (cm)MEAN (cm)STATION

 

Now each network station appears to have more consistent, smaller variation.  

This is evident in both the graphical and statistical analyses.  Two main contributing 

factors were thought to be responsible for these variations in estimated coordinates.  First, 

only one week of observation data was processed to estimate the network coordinates.  A 

longer period of investigation would produce more stable and accurate estimation, 

resulting from the averaging of increased amounts of available data.  Secondly, the 

observation data from the investigation period of 7-13 July 2001 might have had more 

bad observation data than usual.  The quality of observation data can be resolved using 

longer investigation periods as discussed previously. 

Further investigation into resolving coordinate accuracy issues was minimal, as 

time constraints limited inclusion of further data screening and additional days of 

observation data.  Fluctuations of several centimeters were deemed suitable given the 
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resources at hand.  The final ECEF coordinates used throughout the research are 

displayed in Table 4-4. 

Table 4-4.  Estimated ECEF Station Coordinates 

4461724.5185-4522955.6677-431414.7748WNCI

4049479.2958-4916498.6242-40910.2706WDLM

3734993.1695-5095172.2881-826818.0664VCIO

4237584.6214-4744691.8449-306731.5543SLAI

4085854.5726-4802868.9639-903473.3596RWDN

3636211.8647-5186967.8854-684650.1308PRCO

4262977.8634-4688244.6111-641817.7770NLGN

3844210.0033-5055714.8601-495849.8570NDS1

4320380.7461-4582734.1528-948740.0092MRRN

4041974.4507-4910005.6971-357996.9820LTHM

3789624.3860-5077560.9765-666736.9689LMNO

3875267.2799-4992906.8001-800338.2517HVLK

3699768.3501-5159629.7343-529863.5196HKLO

3932291.5280-4971311.2248-636268.5542HBRK

3886468.7579-4934984.9166-1065179.6342GDAC

4084781.3855-4847771.6612-622116.4267FBYN

3863793.2823-5059509.1892-238909.3564CNWM

4346305.2567-4654409.4690-43118.9371BLRW

Z (m)Y (m)X (m)STATION

 

A check was performed to see how the estimated coordinates compared to the NGS 

ITRF97 coordinate set.  This would ensure that the estimated coordinates are reasonable.  

No significant differences were present in any one particular station, as all had similar 

relative offsets.  The statistics are displayed in Table 4-5. 

Table 4-5.  Estimated vs. ITRF97 Coordinates 3-D Error Statistics 
(Estimated – ITRF97) 

1.68740.77351.5107OVERALL

RMS (cm)STD (cm)MEAN (cm)

 

With an established set of network coordinates, the precipitable water investigation 

began.  The estimated network coordinates shown in Table 4-4 were used throughout the 

remainder of the research. 
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4.2.2 Initial Methodology Validation 

To validate the PW algorithm used within this thesis, initial results were 

compared to the NOAA GPS-MET PW estimates.  As described in Chapter 3, precise 

orbits were used to obtain the best possible experimental estimates for this initial 

validation.  Comparison showed very little difference between network stations, with 

typical station results for the entire week shown in Figures 4-5 and 4-6. 
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Figure 4-5.  BLRW Experimental vs. NOAA GPS-MET PW 
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Figure 4-6.  FBYN Experimental vs. NOAA GPS-MET PW 

Each day of the week was examined to check for any significant data problems or 

problematic station locations.  PW estimation performance was consistent throughout the 

examination period, with small relative errors.  There appeared to be very few station-

specific factors, so daily and weekly statistics best characterize performance, as shown in 

Table 4-6. 

Table 4-6.  Experimental vs. NOAA GPS-MET PW Statistics 
(Experimental Results – NOAA Results) 

0.232490.160550.16817OVERALL

0.229660.161360.16353194

0.236450.148140.18438193

0.208660.168970.12259192

0.280020.173340.22001191

0.185110.129920.13196190

0.258080.161260.20159189

0.216640.151590.15487188

RMS (cm)STD (cm)MEAN (cm)Day
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With the results accurate to within 2.0 mm, adequate validation was achieved for 

the thesis GPS precipitable water methods.  The mean indicates that there is a about a 1.7 

mm bias to the experimental PW estimations.  Consistent trends are indicated by the 

standard deviation of about 1.6 mm.  Overall accuracy is shown via RMS, which is about 

2.3 mm and very representative of the consistent small differences seen throughout the 

comparison.  Note that instances were excluded from the statistics when PW values were 

not available concurrently from both sources.  This is the standard procedure throughout 

the remainder of the analysis process. 

The differences between the experimental and NOAA GPS-MET precipitable 

water results can be the result of several factors.  First, different processing software used 

by the NOAA GPS-MET system could potentially render slight differences in 

precipitable water values.  Secondly, NOAA uses an ephemeris of equal accuracy to the 

IGS ultra-rapid orbit.  By using a more accurate ephemeris such as the precise orbit, the 

experimental results could potentially be closer to the true value of precipitable water.  

Lastly, the variance of the estimated network coordinates, discussed in the previous 

section, might also be responsible for adding slight errors in the precipitable water 

calculations. 

Nonetheless, the results of the validation demonstrated very good consistency 

between the Bernese results generated in this research and the results obtained 

independently from a different group using different software.  With the full-network 

with precise orbits analysis proven, it served as the basis for comparing the remainder of 

the PW determination investigation.   
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4.3 Degradation Investigation 

Once the fundamental basis had been established through estimation of the 

network coordinates and initial methodology validation, investigation into the central 

thesis topics began.  Two major degradations were investigated.  First, orbit degradation 

was done to examine how precipitable water estimations are affected by reduced 

ephemeris accuracies.  In particular, broadcast and IGS ultra-rapid orbits were used, 

because they are both near real-time products.  Then, network degradation was done to 

evaluate the ability to estimate PW with data availability and network geometry 

limitations.  Lastly, combining the degradation effects was examined to see how 

compounding errors affect PW estimation performance. 

 

4.3.1 GPS Orbit Degradation Examination 

The most easily accessible real-time orbit product is the broadcast orbit.  Just as 

accurate station coordinates are required to properly estimate small error terms, satellite 

position accuracies are similar in their impact.  Because the error of broadcast orbits is 

quite large (~260 cm), significant variations in the precipitable water estimation were 

expected and observed.  In the broadcast orbits analysis, all stations within the full 18-

station network had consistent results, with typical station results for the week displayed 

in Figures 4-7 and 4-8. 
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Figure 4-7.  BLRW Broadcast Orbits vs. Precise Orbits PW Results 
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Figure 4-8.  FBYN Broadcast Orbits vs. Precise Orbits PW Results 
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It is evident that inaccuracies present in the broadcast ephemeris causes significant 

variation in precipitable water estimation.  The error statistics for PW obtained from 

using broadcast orbits (considering the precise orbit results as truth) are shown in Table 

4-7. 

Table 4-7.  Broadcast Orbits vs. Precise Orbits PW Error Statistics 
(Broadcast Results – Precise Results) 

1.25811.23790.22491OVERALL

1.03440.01760.18967194

1.03721.02470.16570193

1.86321.64950.86856192

0.953420.906450.29755191

1.32111.31770.10728190

1.07531.0757-0.027911189

1.26031.2610-0.014775188

RMS (cm)STD (cm)MEAN (cm)Day

 

The 2.2 mm mean indicates a slight bias, but by itself fails to give adequate 

insight into the true effects due to using broadcast ephemerides.  The 1.23 cm standard 

deviation (STD) indicates a very variant PW data set.  When 2-5 cm is the normal 

precipitable water range over the region, estimations with more than one centimeter 

errors will undoubtedly prove inadequate.  The root-mean-squared value (RMS) of more 

than 1.25 cm adds to the overwhelming indication of poor overall accuracy.  Thus, the 

broadcast ephemeris would be unsuitable for use in precipitable water estimation. 

IGS ultra-rapid orbits provide an order of magnitude of increased accuracy, with a 

near real-time capability.  With increased accuracy relative to the broadcast ephemeris, 

less variation in PW estimation was expected.  Again, all stations within the full 18-

station network had consistent results, and typical stations for the week are displayed in 

Figures 4-9 and 4-10. 
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Figure 4-9.  BLRW Ultra-rapid Orbits vs. Precise Orbits PW Results 
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Figure 4-10.  FBYN Ultra-rapid Orbits vs. Precise Orbits PW Results 
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Notice the small relative errors and significant improvement in the ability to estimate 

precipitable water.  The error statistics for PW obtained using IGS ultra-rapid orbits 

(considering the precise orbit results as truth) are shown in Table 4-8. 

Table 4-8.  Ultra-rapid Orbits vs. Precise Orbits PW Error Statistics 
(Ultra-rapid Results – Precise Results) 

0.112730.11208-0.012213OVERALL

0.0951000.076401-0.056703194

0.0965780.096497-0.0055161193

0.115180.103240.051236192

0.102810.092235-0.045544191

0.155800.15149-0.036865190

0.0917730.0842270.036583189

0.118380.11523-0.027467188

RMS (cm)STD (cm)MEAN (cm)Day

 

The statistics for precipitable water determined via the ultra-rapid predicted orbit 

are very favorable.  The mean reveals an almost negligible bias of about 0.1 mm.  Both 

the standard deviation and RMS values of about 1.12 mm indicate a very stable data set 

and excellent overall accuracy.  Additionally, the statistics may have been slightly better 

if the statistics for day 190 were improved.  The slight increase in standard deviation and 

RMS was mainly attributed to two errant data points that were included.  These errant 

points were most likely caused by errors within the actual ultra-rapid predicted orbit. 

The improvement in precipitable water estimation gained from using ultra-rapid 

orbits is consistent with the order of magnitude improvement in orbit accuracy relative to 

broadcast orbits.  More importantly, it has a minimal loss of accuracy when compared to 

PW estimation via precise orbits.  Ultra-rapid orbits, or a similarly accurate predicted 

orbit product, have the potential to provide the accuracy required for effective 

characterization of precipitable water on a near real-time basis.   
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4.3.2 Network Degradation Examination 

In addition to orbital accuracy degradation, limited data sources and network 

geometry are also important factors when considering military implementation.  

Although increased numbers of stations will inherently provide better estimation, this is 

not always possible in real operational environments.  Therefore, lack of observation data 

and longer network baselines should render less accurate estimation of PW at the 

included stations.  The perimeter network shown previously in Figure 3-5 was used in 

this network degradation examination.  Precise orbits were used in order to quantify the 

network degradation effect without the introduction of other error sources.  Consistent 

performance was seen amongst all stations in the degraded perimeter network.  Typical 

examples are shown in Figures 4-11 and 4-12. 
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Figure 4-11.  BLRW Degraded Network vs. Full Network PW Results 
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Figure 4-12.  MRRN Degraded Network vs. Full Network PW Results 

Notice the small relative errors and apparent minimal loss in the ability to 

estimate precipitable water.  The error statistics for PW estimation under degraded 

network constraints (considering the full-network, precise orbit results as truth) are 

shown in Table 4-9. 

Table 4-9.  Degraded Network/Precise Orbits vs. Full Network/Precise Orbits PW 
Error Statistics (Degraded/Precise Results – Full /Precise Results) 

0.121220.119780.018797OVERALL

0.0927400.092126-0.012376194

0.106040.102320.028687193

0.136670.104420.088410192

0.133680.11907-0.061237191

0.134540.10190-0.088162190

0.0955380.0844750.044964189

0.133190.103090.084537188

RMS (cm)STD (cm)MEAN (cm)Day
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The 0.2 mm mean indicates almost negligible bias to the degraded network PW 

estimation.  Similarly, the 1.2 mm standard deviation and RMS shows a good data 

grouping and excellent overall accuracy.  This shows a minimal loss in PW estimation 

accuracy at the station locations when the observation data and network geometry 

become more limited.  However, this fails to give adequate insight into the ability to 

resolve the precipitable water in the perimeter network’s central regions, which relies 

primarily upon interpolation of the water vapor field.  Investigation into PW interpolation 

was accomplished, with results displayed in section 4.4. 

 

4.3.3 Combination of Degradation Effects 

To get a better understanding of how the two degradation effects impact PW 

estimation performance, less accurate orbits were applied to the perimeter network.  By 

considering likely operational requirements for real-time estimation using limited 

network resources, this combination investigation gave more practical performance 

measurements.  First, the degraded network was combined with the use of broadcast 

orbits.  The extremely variant PW estimation seen previously with the use of broadcast 

orbits in the full network case gave a good indication of what was to be expected.  

Typical stations for the PW estimation with the perimeter network and broadcast orbits 

can be seen in Figures 4-13 and 4-14. 
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Figure 4-13.  BLRW Degraded Network/Broadcast Orbits vs.  
Full Network/Precise Orbits PW Results 
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Figure 4-14.  MRRN Degraded Network/Broadcast Orbits vs.  
Full Network/Precise Orbits PW Results 
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Again, it is evident that significant variation in precipitable water estimation is 

introduced by the gross inaccuracies present in the broadcast ephemeris, vastly 

outweighing the error introduced by a degenerated perimeter network.  The error 

statistics for PW obtained from using broadcast orbits and the perimeter network 

(considering the full-network, precise orbit results as truth) are shown in Table 4-10. 

Table 4-10.  Degraded Network/Broadcast Orbits vs. Full Network/Precise Orbits 
PW Error Statistics (Degraded/Broadcast Results – Full/Precise Results) 

1.32591.29750.27479OVERALL

1.0030.989250.16278194

1.02401.00160.22347193

2.17491.90601.0544192

0.956000.925740.24578191

1.26941.27040.078036190

0.961100.95890-0.090260189

1.32551.31640.17169188

RMS (cm)STD (cm)MEAN (cm)Day

 

With a standard deviation and RMS of approximately 1.3 cm, the dominant error 

introduced by the broadcast orbits render PW estimation ineffective.  The effects of 

broadcast orbit inaccuracies outweigh the degenerated network effects by an order of 

magnitude. 

With the obvious requirement for a more accurate orbit, the ultra-rapid orbit was 

used in conjunction with the perimeter network.  Knowing that previous analysis has 

indicated similar error magnitudes in both degradation sources, more realistic results 

were expected and observed.  Typical stations for the PW estimation with the perimeter 

network and ultra-rapid orbits can be seen in Figures 4-15 and 4-16. 
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Figure 4-15.  BLRW Degraded Network/Ultra-rapid Orbits vs.  
Full Network/Precise Orbits PW Results 
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Figure 4-16.  MRRN Degraded Network/Ultra-rapid Orbits vs.  
Full Network/Precise Orbits PW Results 
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Notice the consistently small relative errors and minimal compounding loss in the 

ability to estimate precipitable water.  The error statistics for PW obtained from using 

ultra-rapid orbits and the perimeter network (considering the full-network, precise orbit 

results as truth) are shown in Table 4-11. 

Table 4-11.  Degraded Network/Ultra-rapid Orbits vs. Full Network/Precise Orbits 
PW Error Statistics (Degraded/Ultra-rapid – Full/Precise) 

0.180930.18095-0.0035491OVERALL

0.144200.144510.0031923194

0.143660.138750.038411193

0.172920.157920.071164192

0.168080.13158-0.10491191

0.239120.17635-0.16201190

0.106440.0989670.039705189

0.238680.234050.048640188

RMS (cm)STD (cm)MEAN (cm)Day

 

The results show an exceptional ability to estimate precipitable water despite the effects 

of the ultra-rapid orbit accuracy and degraded network.  There is essentially no bias, and 

a 1.8 mm standard deviation and RMS indicate excellent overall accuracy.  It appears that 

the need for real-time PW estimation is best suited by using ultra-rapid orbits, proven in 

all the investigated cases. 

 

4.3.4 Ambiguity Resolution Discussion 

It was initially perceived that the degraded network and the less accurate 

ephemerides would adversely affect the ability to resolve the carrier-phase ambiguities.  

The ambiguity resolution ability was examined by analyzing the Bernese output files.  

When the precise and ultra-rapid orbits were used, no difference in the resolution ability 

was observed, with an average of about 68 to 70 percent of the ambiguities regularly able 



 
 

 4-23 

to be resolved.  The consistency of the ambiguity resolution with both the precise and 

ultra-rapid orbits correlates strongly with the ability to accurately estimate precipitable 

water.  The introduction of broadcast orbits provided significantly poorer ambiguity 

resolution with about 55 to 56 percent of the ambiguities to regularly be resolved.  

Moreover, several instances showed only 5 to 10 percent of the ambiguities were able to 

be resolved. 

Further investigation was done to see how the degenerated perimeter network 

affected ambiguity resolution.  A marginal decrease (1 to 2 percent) was observed when 

the precise and ultra-rapid orbits were implemented with the degraded network.  

However, the broadcast orbits used in conjunction with the degraded network displayed 

more significant resolution inability.  Under this condition, only about 40 percent of the 

ambiguities were able to be regularly resolved.  The poor ambiguity resolution associated 

with broadcast orbits provided another indicator of their inadequacy for determining 

precipitable water. 

 

4.4 Interpolation Methods Investigation 

Using the previous examination results, it was apparent that the ultra-rapid orbits 

used in conjunction with the degraded network was the most likely candidate for a 

military operations environment.  Given the perimeter network utilizing ultra-rapid orbits, 

investigation was taken into how well the water vapor field over the region can be 

characterized when the precipitable water values are known at the perimeter stations.  

This required the use of an interpolation algorithm to find the intermediate PW values 

throughout the interior of the perimeter network.  This thesis examines the adequacy of a 
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triangle-based linear and a triangle-based cubic interpolation scheme.  Both interpolation 

algorithms are MATLAB  functions, based on a Delaunay triangulation of the data.  A 

linear interpolation best fits a planar surface to the data, whereas a cubic interpolation 

will best fit a smoother, curved surface [7]. 

 

4.4.1 Triangle-based Linear Interpolation 

The first scenario to be investigated was the triangle-based linear interpolation 

scheme in conjunction with degraded perimeter network and ultra-rapid orbits.  Because 

of the triangle-based interpolation schemes in both examined methods, only the points 

that lie within the perimeter network are able to be resolved.  As a result, station HKLO 

cannot be interpolated because of its outlying position near the PRCO/CNWM baseline.  

Figure 4-17 displays the graphical results of the linear interpolation method applied over 

the region.  The left plot is the perimeter network with the PW interpolation applied over 

the region.  The right plot represents the truest known representation of the water vapor 

field, using the full 18-station network to interpolate over the region. 
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Figure 4-17.  Perimeter Network vs. Full Network Linear Interpolation 

It should be noted that interpolation accuracy is dependent upon station location 

relative to the known data on which the interpolation is based.  As a result, only minimal 

information can be gained from an overall statistical view.  This can be seen in Figure 4-

17, as the resolution in the central areas show significant differences with missing 

observed data points.   To properly characterize interpolation performance the statistics 

are calculated by station location, knowing that stations furthest away from all known 

data points should have the poorest interpolation.  The perimeter network linear 

interpolation statistics are shown in Table 4-12. 
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Table 4-12.  Linear Interpolation Error Statistics With Isolated Stations Highlighted 
 (Interpolated Results – Estimated Results) 

0.397930.396470.03798OVERALL

0.197650.168520.10724WDLM

0.221390.180200.13227WNCI

0.270170.25679-0.094812VCIO

0.687970.49795-0.48279SLAI

0.815700.350510.73933RWDN

0.322990.303680.12171PRCO

0.673360.51602-0.44182NLGN

0.276870.276260.050782NDS1

0.226530.214310.082085MRRN

0.258720.19316-0.17528LTHM

0.208720.13825-0.15889LMNO

0.216350.19056-0.10752HVLK

N/AN/AN/AHKLO

0.327950.309620.12044HBRK

0.247910.230930.098485GDAC

0.576110.451910.36562FBYN

0.255590.192760.17107CNWM

0.189800.165230.097608BLRW

RMS (cm)STD (cm)MEAN (cm)STATION

 

The highlighted stations are those located in the interpolated perimeter network’s central-

most regions.  These are observed to have the worst PW estimation statistics as expected, 

as they are the hardest values to actually interpolate.  Notice how the RMS errors all 

exceed 0.5 cm, indicative of a fairly variant PW interpolation at these station locations.  

A graphical depiction of the RMS error over the network region is shown in Figure 4-18.  

The RMS error peaks encompassing stations RWDN, NLGN, and SLAI show the 

increased errors present in network areas lacking PW data.   
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Figure 4-18.  Linear Interpolation RMS Error Over Network Region 

The perimeter stations (BLRW, CNWM, GDAC, MRRN, PRCO, WNCI, and 

WDLM) suspiciously have interpolation error, even though the interpolation was based 

on the data at those locations.  This results from comparing the perimeter interpolation 

with the full-network PW solution.  Recall that the estimated PW values at the stations in 

the degraded perimeter network varied slightly from the full-network PW estimations at 

those same locations.  In effect, we are seeing the combined error effects of degraded 

network PW estimation and network interpolation. 
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4.4.2 Triangle-based Cubic Interpolation 

The second investigation used the triangle-based cubic interpolation scheme in 

conjunction with degraded perimeter network and ultra-rapid orbits.  The cubic 

interpolation scheme should experience similar problems with the perimeter network’s 

central-most regions, as it utilizes the same basic interpolation strategy.  Figure 4-19 

displays the graphical results from using the cubic interpolation method applied over the 

region, with the same subplots as described previously. 
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Figure 4-19.  Perimeter Network vs. Full Network Cubic Interpolation 

Very little difference is present between the linear interpolation in Figure 4-17 

and the cubic interpolation in Figure 4-19.  Essentially the cubic interpolation provides a 

smoother fit to the interpolated data throughout the network, more consistent with how 

the water vapor field typically is distributed.  The perimeter network cubic interpolation 

statistics are shown in Table 4-13, again with the central-most stations highlighted. 
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Table 4-13.  Cubic Interpolation Error Statistics With Isolated Stations Highlighted 
(Interpolated Results – Estimated Results) 

0.399330.399510.011712OVERALL

0.197650.168520.10724WNCI

0.221390.180200.13227WDLM

0.300150.25206-0.16861VCIO

0.717050.50823-0.51374SLAI

0.775550.362290.68891RWDN

0.322990.303680.12171PRCO

0.697030.52242-0.47032NLGN

0.286510.290560.012016NDS1

0.226530.214310.082085MRRN

0.288860.19649-0.21440LTHM

0.241130.13435-0.20210LMNO

0.214840.18708-0.11039HVLK

N/AN/AN/AHKLO

0.331460.330320.062910HBRK

0.247910.230930.098485GDAC

0.534550.464630.27606FBYN

0.255590.192760.17107CNWM

0.189800.165230.097608BLRW

RMS (cm)STD (cm)MEAN (cm)STATION

 

A graphical depiction of the cubic interpolation RMS error over the network region is 

shown in Figure 4-20.  Again, the RMS error peaks encompassing stations RWDN, 

NLGN, and SLAI show the increased errors present in network areas lacking PW data.   
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Figure 4-20.  Cubic Interpolation RMS Error Over Network Region  

There is very little statistical difference between the linear and cubic interpolation 

schemes, as the cubic interpolation is still consistent RMS errors in excess of 0.5 cm at 

the highlighted central stations.  However, these highlighted stations are all worse for the 

cubic case by a small amount (~ 0.2 to 0.4 mm).  As in the linear interpolation case, the 

perimeter stations (BLRW, CNWM, GDAC, MRRN, PRCO, WNCI, and WDLM) do not 

have zero error as a result from comparing the perimeter interpolation to the full-network 

PW solution.  It initially appears that the stand-alone ability to interpolate using these 

basic schemes may be inadequate for effective PW determination. 

 



 
 

 4-31 

4.4.3 Alternate Perimeter PW Data Investigation 

In the first two interpolation investigations, the perimeter network PW values 

were used to interpolate the PW throughout the region, and then the interpolation was 

compared to the full-network solution at each station location.  This has an inherent flaw 

from comparing different known perimeter values, as the estimation of PW for the 

perimeter network produced slightly different results from the full-network estimation of 

PW.  Ideally, there should be no PW interpolation error for the 7 perimeter stations, 

thereby seeing the error impact of the interpolation method alone.  Using the data from 

the 7 stations along the full-network perimeter solution, another cubic interpolation was 

done to observe the impact of the interpolation scheme by itself.  The differences 

between the two different interpolation sets are shown in Figure 4-21. 
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Figure 4-21.  Perimeter Network Interpolation vs. Perimeter Network 
Interpolation (Using Full Network Data) 
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Although the impact does not appear to be drastic, there is a noticeable difference in the 

interpolated PW over the network region.  The alternate data perimeter network is 

compared to the full-network solution in Figure 4-22. 
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Figure 4-22.  Perimeter Network Interpolation (Using Full Network Data) vs. 
Full Network Interpolation 

Notice how the alternate data interpolation still fails to provide a good PW 

characterization throughout the entire network region.  The alternate data perimeter 

network statistics are shown in Table 4-14, with the same central stations highlighted.  

The perimeter stations all have error statistics equal to zero, as the perimeter station PW 

data now matches the full-network data. 
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Table 4-14.  Perimeter Network Interpolation (Using Full Network Data) 
Error Statistics With Isolated Stations Highlighted 

(Interpolated Results – Estimated Results) 

0.368220.35014-0.11492OVERALL

000WNCI

000WDLM

0.393200.27661-0.28345VCIO

0.745980.38907-0.64019SLAI

0.630170.278800.56743RWDN

000PRCO

0.744570.47265-0.58116NLGN

0.351660.32727-0.14040NDS1

000MRRN

0.392240.14165-0.36657LTHM

0.414940.13210-0.39427LMNO

0.291890.17679-0.23423HVLK

N/AN/AN/AHKLO

0.197970.18630-0.074209HBRK
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The errors have slightly decreased, with the highlighted stations now showing the poorest 

performance with RMS errors in excess of 0.6 cm.  The performance at stations NLGN 

and SLAI actually increased in RMS error, while RWDN showed a minimal decrease in 

RMS error.  The inconsistent improvement in error statistics indicates the dominant effect 

of the interpolation error.  Figure 4-23 graphically shows the comparison of RMS error 

over the network region.  The RMS error from the original perimeter network PW data 

interpolation is shown on the left plot, and the RMS error from the alternate full network 

perimeter PW data interpolation on the right. 
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Figure 4-23.  Perimeter Network Interpolation RMS Error vs. Perimeter 
Network Interpolation (Using Full Network Data) RMS Error 

Notice the minimal RMS error difference between the different perimeter PW data 

interpolation cases.  A strong RMS error peak is present around the stations RWDN, 

NLGN, and SLAI in both scenarios, with a small offset between them.  Again, this shows 

the dominant interpolation error effect. 

 

4.4.4 Complimented Network Investigation 

With the obvious accuracy restriction imposed by the interpolation schemes, 

adding a station in the network’s center was investigated.  To accomplish this, PW data 

from the full network solution for the stations BLRW, CNWM, FBYN, GDAC, MRRN, 

PRCO, WNCI, and WDLM was used to form the complimented network.  This would 

help compensate for the shortcoming of the interpolation algorithms by providing an 
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additional data source in a much-required part of the network.  Additionally, this would 

be a distinct capability in a remote military operating environment.  Increased ability to 

interpolate PW values throughout the network region was expected and observed, as 

Figure 4-24 shows the relative increase in resolution. 
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Figure 4-24.  Perimeter Network Interpolation vs. Complimented 
Network Interpolation (Both Using Full Network Data) 

The interpolation difference associated with the complimented network is readily 

noticeable.  The relative improvement is shown in Figure 4-25, with comparison to the 

full-network solution. 
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Figure 4-25.  Complimented Network Interpolation (Using Full Network Data) 
vs. Full Network Interpolation 

Despite the changed PW interpolation over the region via the complemented 

network, it still falls short compared to the full-network solution.  The statistics for the 

complimented network error performance are shown in Table 4-15. 
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Table 4-15.  Complimented Network Interpolation Error Statistics With Isolated 
Stations Highlighted (Interpolated Results – Estimated Results) 

0.317210.31582-0.032464OVERALL
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0.361240.31178-0.19013VCIO
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0.812710.38604-0.71832NLGN

0.376490.362310.11973NDS1

000MRRN

0.367290.37173-0.027974LTHM
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N/AN/AN/AHKLO

0.261130.137390.22331HBRK

000GDAC

000FBYN
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000BLRW

RMS (cm)STD (cm)MEAN (cm)STATION

 

The largest variations are still encountered at station NLGN, with an RMS error 

exceeding 0.8 cm.  Stations RWDN and SLAI had a noticeable improvement, lowering 

their RMS errors to just over 0.51 and 0.45 cm, respectively.  Figure 4-26 graphically 

shows the comparison of RMS error over the network region.  The RMS error resulting 

from the perimeter network PW data interpolation is shown on the left plot, and the RMS 

error from the complimented network PW data interpolation on the right. 
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Figure 4-26.  Perimeter Network Interpolation RMS Error vs. Complimented 
 Network Interpolation RMS Error (Both Using Full Network Data) 

Notice the RMS error difference between the two interpolation cases.  A strong RMS 

error peak is present around the stations RWDN, NLGN, and SLAI in both scenarios, but 

with a decreased effect in the complimented network case.  The peak area shrinks while 

maintaining its amplitude due to the known PW data present at station FBYN.  This 

shows how the interpolation of PW is only good around known data points, and 

deteriorates rapidly as distance from the data increases.  The complimented network 

showed an improvement, but did not eliminate the RMS error in excess of 0.8 cm in the 

worst areas of the network.  It appears that complimenting the network with a centrally 

located data source will slightly enhance the determination of the PW over the network 

region; however, interpolation schemes do have significant accuracy limitations due to 

the random nature of PW distributions over the region. 
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4.4.5 Sequential Time Investigation 

In an attempt to provide a better depiction showing PW interpolation over the 

network region progresses with time, a typical period of 2 hours consecutive hours was 

investigated.  A complimented network interpolation was done at 0, 1, and 2 hour time 

epochs, with the corresponding full-network solution also displayed.  This would provide 

additional insight into how the progressive interpolations actually compare to the best-

estimated activity in the network region during this time period.  Figures 4-27, 4-28, and 

4-29 show the hourly epochs over the two-hour window. 

2 3 4 5

0 200 400 600 800 1000

0

200

400

600

800

1000

1200

1400

2.5

3

3

3.5
3.5

4

4
4.5

 FBYN

GDAC

WDLM

PRCO

BLRW

CNWM

WNCI

MRRN

Complimented Perimeter Network

N
or

th
in

g 
(k

m
)

Easting (km)

PW (cm)

2 3 4 5

0 200 400 600 800 1000

0

200

400

600

800

1000

1200

1400

2.
5

3

3

3

3.5

3.
5

4

4

4 4.5

WNCI

BLRW

 LMNO

 LTHM

CNWM

 FBYN

GDAC

 HBRK

 HKLO

 HVLK

MRRN

PRCO

 RWDN

WDLM

 NDS1

 NLGN

 VCIO

 SLAI

Easting (km)

N
or

th
in

g 
(k

m
)

Full 18-Station Network

PW (cm)

 

Figure 4-27.  Hour 0 Complimented Network Interpolation (Using Full 
Network Data) vs. Full Network Interpolation 
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Figure 4-28.  Hour 1 Complimented Network Interpolation (Using Full 
Network Data) vs. Full Network Interpolation 
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Figure 4-29.  Hour 2 Complimented Network Interpolation (Using Full 
Network Data) vs. Full Network Interpolation 
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Notice how the PW around NLGN changes significantly over this 2-hour window.  The 

interpolation is unable to resolve the peak that forms at station NLGN, unless a data 

source is present.  Furthermore, the changes appear to be more gradual in the interpolated 

progression, whereas the full-network solution shows a more drastic change in the PW 

distribution.  It appears that the water vapor field shape and distribution contributes more 

significantly than the distance an interpolated point is from the surrounding data sources.   

 

4.5 Summary 

This chapter presented the performance results of GPS-based precipitable water 

determination methods.  Three main phases of investigation were accomplished: Process 

initialization, degradation effects, and interpolation ability.  Substantial insight into the 

factors affecting the estimation of precipitable water was gained through these 

investigation steps.  Both independent and coupled effects were observed and quantified 

by graphical and statistical methods. 

Process initialization involved station coordinate estimation and methodology 

validation.  Coordinates were estimated with the 7 days of data and were compared with 

each daily coordinate solution and the ITRF97 NGS coordinate solution.  Good, 

consistent results (~ 2 to 4 cm) were obtained after elimination of initial network offsets.  

A tighter coordinate solution could have been generated using a longer data set.  The 

methodology validation revealed excellent PW results in comparison to the NOAA GPS-

MET derived PW values.  A small bias (~ 2 mm) was consistently present, and a very 

tight precipitable water data set resulted from the algorithms employed by this thesis. 
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In the degradation investigation, decreased accuracy ephemerides and restricted 

network geometry and data sources were evaluated.  The gross inaccuracy of the 

broadcast orbit rendered it virtually unusable for PW estimation purposes.  However, the 

IGS ultra-rapid orbit showed a minimal loss (~ 1 to 2 mm) in PW estimation ability when 

compared to precise orbit derived results.  Network geometry and data availability 

limitations showed minimal effects (~ 1 to 2 mm) on PW estimation ability.  Moreover, 

the degraded perimeter network used in conjunction with ultra-rapid orbits demonstrated 

a good ability to estimate PW at the perimeter locations, with results on the order of 

about 3 to 4 mm.  This showed promise for potential military operational considerations. 

Finally, the ability to interpolate the precipitable water over the network region 

was investigated.  Both triangle-based linear and triangle-based cubic interpolation 

schemes were implemented, and showed nearly identical statistics.  Neither of these 

interpolation schemes independently provided accurate PW determination across the 

network region, with RMS errors in the most isolated locations exceeding 0.7 to 0.8 cm.  

Complimenting the degraded perimeter network with a central data source was done to 

see if the interpolation could be significantly improved.  However, even the 

complimented network was not very successful in presenting a result with an accurate 

resolution, with isolated locations maintaining RMS errors exceeding 0.5 to 0.8 cm.  This 

highlighted the inaccuracy of the linear and cubic interpolation algorithms, except for 

locations in close proximity to the known data points. 
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V.  Conclusions and Recommendations 
 
 

5.1 Overview 

This research presented the theory, methodology, and results from using a GPS-

based process for atmospheric precipitable water determination.  Past research has 

indicated that increased atmospheric resolution and monitoring is a valuable asset for 

passive GPS-based methods, which can further compliment existing meteorological data 

sources.  Further research has also developed mathematical algorithms for calculating 

precipitable water, using atmospheric constants, measurements, and models.  This 

research did not seek to develop new algorithms, but rather analyzed the robustness and 

accuracy potential of existing algorithms in a military context. 

Several investigations were done to characterize the GPS PW estimation 

performance under different constraints.  First, GPS ephemeris degradation was 

performed to observe how decreased accuracy real-time orbits affected PW estimation.  

This investigation mainly dealt with the near real-time requirement for effective use of 

the data.  Secondly, network degradation was implemented to quantify the effects that 

limited data availability and network geometry have on PW estimation.  This 

investigation primarily dealt with the military restrictions that may be imposed on the 

network in remote operating locations.  Finally, interpolation methods were applied to the 

degraded network using IGS ultra-rapid orbits to examine potential PW estimation ability 

given military operational restrictions.  Interpolation method applications examined how 
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well the water vapor field can be characterized over the region given different available 

PW data sets. 

 

5.2 Conclusions 

The GPS precipitable water algorithm and thesis methodology initially performed 

extremely well.  During initial validation, PW estimates from the full 18-station network 

using precise orbits compared closely (~ 1 to 2 millimeters) with the NOAA GPS-MET 

PW estimates.  The NOAA data was used as a basis of comparison, because no absolute 

truth source was available.  The small relative errors between PW estimates demonstrated 

the consistency of the GPS PW algorithm with other independent sources. 

The degradation investigations provided good insight into the factors affecting 

GPS PW determination.  The overall results are depicted in Figure 5-1. 
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Figure 5-1.  Degradation Investigation Summary 

The orbit degradation investigation showed inadequacy of the broadcast ephemeris to 

facilitate PW estimation.  The limiting factor appeared to be the inaccuracy present in 
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these orbits, causing PW RMS estimation errors exceeding 1 centimeter.  A significant 

improvement was found in the IGS ultra-rapid orbits.  These near real-time orbits showed 

minimal loss in the ability to estimate PW, with RMS errors on the order of 1 millimeter.  

As a result, they are the most likely candidates for real-time GPS PW estimation 

applications.  It appears that orbit accuracy directly contributes to the ability to estimate 

PW, as an order of magnitude of improvement was seen in both the orbit accuracy and 

PW estimation error when moving from broadcast to ultra-rapid orbits. 

Investigation into network degradation showed minimal impact on PW estimation 

at the included network stations.  The network degradation to 7 perimeter stations 

introduced RMS errors of about 1 millimeter, with good overall performance.  

Introduction of less accurate orbits in conjunction with the 7-station perimeter network 

yielded similar effects to the previous investigation of degraded orbits.  The broadcast 

ephemeris introduced PW estimation errors that vastly outweigh the effects of network 

degradation, again with RMS errors exceeding 1 centimeter in this combined case.  This 

reaffirmed the inadequacy in using broadcast orbits for PW estimation.  The ultra-rapid 

orbits in conjunction with the network degradation showed good performance, with RMS 

errors on the order of 2 millimeters.  This smaller error is consistent with the performance 

of both the network and orbit degradations together.  Through this investigation, the 

degraded perimeter network used in conjunction with ultra-rapid orbits is the best 

candidate for near real-time operational constraints. 

Another important factor was the ability for the Bernese software to resolve the 

ambiguities given both the introduction of the orbit inaccuracies and limited data 
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availability.  The ability for the Bernese software to resolve ambiguities given the 

different degradation combinations is summarized in Figure 5-2. 
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Figure 5-2.  Ambiguity Resolution Capability Summary 

Only the broadcast orbits introduced significant inability to resolve ambiguities.  In the 

full network only 56 percent were able to be resolved, whereas in the degraded perimeter 

network only about 40 percent were consistently resolved.  Also, both cases had 

circumstances where only 5 to 10 percent of the ambiguities were able to be resolved, 

indicating inconsistent and variant performance.  However, precise and ultra-rapid orbits 

consistently showed little difference, with ambiguity resolution approaching the 70 

percent mark regardless of the degradation case.  The significant inability to resolve 

ambiguities using the broadcast orbits is a suspected contributor to the corresponding PW 

estimation errors.  Quantification of the error contributions from each effect is unknown, 

as more focused examination would be required to do so. 

Finally, the interpolation study showed some inadequacy for determining the PW 

distribution over the network region.  Investigation up to this point demonstrated that the 

combination using near real-time ultra-rapid orbits and the degraded 7-station perimeter 



 
 

 5-5 

network were the best combination to meet the constraints, having a minimal loss of PW 

estimation accuracy.  However, this did not show the ability to characterize the 

precipitable water as it is distributed throughout the network region.  With the 7-station 

perimeter network as a constraining factor, the only way to effectively determine the PW 

distribution is to use an interpolation or modeling method.  Both a triangle-based linear 

and cubic interpolation schemes were employed to examine their performance in 

interpolating PW values throughout the network region.  Both had marginal results, with 

consistent RMS errors greater than 5 millimeters at the most isolated (i.e., central) station 

locations.  The cubic spline interpolation scheme showed slightly worse performance, but 

was chosen as the most likely characterization of the smooth distributions of PW. 

A complimented network was considered where a centrally located station was 

included with the perimeter network.  This was an attempt to minimally augment the data 

available, with hopes of significantly increased interpolation ability.  However, RMS 

interpolation errors of more than 5 millimeters were still consistent in the most isolated 

regions of the network.  Furthermore, overall improvement was rather sporadic with high 

dependence on the station location relative to the changing PW distributions.  In the case 

of interpolating the precipitable water over the network, interpolated values are 

dependent upon both the distance from the neighboring data points and the distribution of 

the water vapor over the region.  The combining effects of these factors render 

interpolation during varying weather conditions difficult to achieve.  More subtle changes 

and uniform distributed vapor fields may be able to be interpolated effectively using the 

linear or cubic interpolation schemes, but more distributed and changing fields may take 

on the mask of more gradual changes.  A better interpolation scheme or modeling 
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approach would be necessary to robustly characterize the precipitable water distribution 

over a network region. 

 

5.3 Recommendations 

Several areas for further analysis exist at each level of the GPS PW estimation 

process.  First, and most basically, more precise coordinate estimation can be done in the 

initial setup phase.  Fluctuations of several centimeters were assumed acceptable in this 

thesis, but may present a substantial error effect on the investigation into a small error 

component such as tropospheric delay.  A longer period of observation data may be 

considered for accurately determining station coordinates within the network, prior to 

investigation into GPS PW determination.  Also, the effects of coordinate accuracy on 

PW estimation could be independently quantified. 

Secondly, further investigation of lower satellite elevation observations can be 

undertaken.  This thesis used 10 degrees as a moderate cutoff level.  However, lower 

elevations of 5 degrees or less may provide noticeable accuracy improvements in the 

estimation of zenith tropospheric delay and, ultimately, precipitable water.  A tradeoff 

investigation of decreased satellite observation elevations versus the diminishing returns 

of increasing signal noise and corruption would be beneficial. 

Moreover, this study used IGS ultra-rapid orbits that were produced at the 

beginning of each day under investigation.  In essence, this should present the worst-case 

scenario where the error is maximized for this particular orbit case.  The main restriction 

is that the IGS only produces ultra-rapid orbits twice daily, inhibiting regularly updating 

the orbit predictions.  Improved PW estimation performance should result if an ultra-
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rapid prediction was available at an hourly interval or less.  This would require 

development of a predicted orbit product of similar accuracy every interval period, or 

using another data source such as the GAMIT formatted SCRIPPS orbit [10]. 

Additional efforts can be taken to quantify the separate effects of orbit accuracy 

versus ambiguity resolution.  It has been shown in this thesis that the combination of 

these two effects significantly degrades PW estimation performance.  Although most of 

this poor PW estimation performance is suspected to be primarily associated with the 

large orbit inaccuracies present in the broadcast ephemeris, the exact error contributions 

of both remain uncertain. 

A significant amount of research remains regarding interpolation or modeling 

methods that may provide better water vapor field characterization over the network 

region.  Besides the basic triangle-based linear and cubic schemes evaluated in this thesis, 

additional spline interpolation methods or least-squares collocation, amongst others, may 

provide improved characterization ability.  Application of different modeling methods 

may also increase the ability to characterize the PW distribution over the network region.  

Integrating meteorological models and profiles may be a valuable information source, 

enhancing the ability to interpolate PW distribution over a network. 

Another potential investigation involves the comparison of the different 

processing software packages available in the use of precipitable water estimation.  

Although each software package should inherently be very similar, small discrepancies 

may render noticeably different PW results.  This thesis showed effective PW 

determination at station locations included in the network, but it may be possible to 

further minimize the errors.  Moreover, implementation of the mathematical PW 
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algorithm into a software package such as Bernese would also be a point of investigation.  

This may render more accurate results, as the process becomes a fluid process within the 

structure of the software itself. 

On a broader scope, further investigation can be taken into the types of receivers 

and data that can be implemented into a network for GPS PW determination.  In a 

military operating environment, military vehicles such as tanks, armored vehicles, and 

aircraft are dispersed throughout the region.  These additional data sources could provide 

a valuable data augmentation to a GPS-MET network.  In this case, the kinematic aspect 

of the receivers would need to be accounted for, as the vehicles are almost constantly in 

motion.  Kinematic receivers would not be compatible with a surveying software package 

such as Bernese, requiring more advanced processing. 

Finally, real-world implementation issues could be investigated.  This would 

include many aspects including data storage, data retrieval, data transmission, 

automation, user interface, and other similar issues.  Real-world implementation is 

typically one of the hardest areas to accomplish, due to the many inter-related issues 

involved.  
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